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Experimental Evaluation of a 
Cylindrical Parabolic Solar Collector 
Results are presented for a series of solar collector experiments in which the incident solar 
flux was concentrated by a single-axis tracking parabolic trough mirror. The concentrated 
solar flux was directed onto an absorber tube whose axis coincided with the focal axis of 
the concentrator. The performance of the collector was evaluated using three different 
absorbers; a black painted tube designed to operate near ambient temperature, a heat 
pipe which had a selective solar absorber coating applied to its surface, and a heat pipe 
which had its surface coated with a nonselective black paint. The peak efficiency for the 
collector in the absence of heat losses is approximately 62 percent when the incoming 
solar energy is normal to the collector aperture. The heat losses which occurred at elevat
ed temperatures (300°C) decreased the peak efficiencies to 50 and 30 percent, respective
ly, for the selectively coated and black painted tubes. The experimental results establish 
the technical feasibility of using parabolic trough collectors for applications requiring 
thermal energy at temperatures up to 300° C. 

Introduction 

A number of solar thermal power systems are currently being ex
tensively studied. The function of these systems is to utilize solar 
energy as a fuel for generating electricity. A parabolic trough solar 
collector is one device capable of collecting solar energy and delivering 
it in the form of heated fluid at a temperature high enough for the 
operation of a steam turbine [l].1 In this type of collector, the incident 
solar flux is concentrated by a cylindrical parabolic mirror and is di
rected onto an absorber tube where the energy is removed in the form 
of heat. The efficiency of this type of collector is limited by two factors; 
(a) the ability of the system to concentrate and absorb the incident 
flux (i.e., the optical performance) and (6) the heat losses from the 
absorber tube. The purpose of this study was to evaluate experi
mentally these factors and to establish the overall performance of a 
typical cylindrical parabolic solar collector. 

The approach used was first to establish the optical performance 
of the collector by measuring its ability to concentrate and absorb the 
incident flux in the absence of heat losses. This was accomplished by 
conducting experiments with the absorber tube operating at near 
ambient temperature. The next step was to investigate the heat losses 
from the system as a function of the temperature and radiation surface 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division and presented at the Winter 

Annual Meeting, New York, N. Y., December 5-10,1976 of THE AMERICAN 
SOCIETY OF MECHANICAL ENGINEERS. Revised manuscript received 
by the Heat Transfer Division December 3,1976. Paper No. 76-WA/HT-13. 

properties of the absorber. For this part of the investigation the per
formance of the collector was measured at a series of absorber tem
peratures between 210 and 300°C. These elevated-temperature ex
periments were performed for both selectively coated (solar absorp-
tance = 0.91 and infrared emittance = 0.2) and nonselectively coated 
(solar absorptance and infrared emittance = 0.96) absorber tubes. The 
tests were conducted at a desert test site at a latitude of 34° N near 
Phoenix, Arizona. This paper describes the experimental apparatus, 
the test procedures, and the experimental results. 

Experimental Apparatus 
The solar collector concept studied in the project is shown sche

matically in Fig. 1. The actual collector module that was tested is 
shown in operation in Fig. 2. The incident solar flux is concentrated 
by the parabolic trough concentrator. The concentrator rotates as 
shown in Fig. 1 to accomplish single axis tracking of the sun. The cy
lindrical parabolic trough concentrator of the test module is 1.2 m wide 
and 4.2 m long. The parabolic contour has a focal length of 19.4 cm 
or an /-number of 0.16. Alzak, anodized aluminum reflector sheeting, 
is used for the concentrator surface. The solar reflectance of the Alzak 
was measured and determined to be 0.81. The concentrators are 
mounted on special trunnions which have their center of rotation at 
the focal axis of the concentrator. The trunnions are supported by 
pedestals. The concentrator is rotated about the focal axis by a ser
vomotor acting through a chain drive. The motor is controlled by a 
sun sensor. * 

The collected sunlight is concentrated on a 2.54 cm OD absorber 
tube whose axis coincides with the focal axis of the concentrator. A 
10 cm ID glass envelope surrounds the absorber tube. The annular 
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WATER")~;m~~,
SUPPLY

ABSORBER
TUBE

Fig. 1. Solar collector concept

space between the absorber tube and envelope is evacuated to a
pres.'mre of approximately lO- li torr to reduce the heat losses from the
absorher tuhe. The ahsorher tube does not rotate and is supported
by the surrounding glass envelope which is rigidly attached to the
support pedestals.

Three absorber tuhes have been used. The first of these was used
only for the optical performance tests and, therefore, was designed
to operate near ambient temperature. It consisted of a stainless steel
tuhe sealed at one end. Within the tube, a second tube of smaller di
ameter was positioned so as to form a concentric annulus. Cooling
water was introduced into the central tube and traversed its entire
length. At the downstream end of the tube, passages were provided
to enable the water to enter the annulus, from which point it flowed
back to the end of the tube where it was first introduced. Thus, the
central tube and the annulus constituted a countert1ow heat ex
changer. This arrangement gave rise to a relatively uniform temper·
ature on the surface of the absorber tube.

The water, upon leaving the annulus, passed through mixing baffles.
A five-junction differential thermopile was used to measure the dif
ference in water temperature between the inlet and outlet. This
temperature difference along with measurements of the water flow
rate and water properties was used to evaluate the rate at which heat
was absorbed by the system. The flow rate was set to produce a
nominal lOoe temperature rise in the water. Three thermocouples
were welded to the exposed surface of the absorber to measure its
temperature. These indicated that the surface was 13-16°C above the
inlet water temperature. Typically, the water inlet temperature was
2-5°C below the ambient temperature. The external surface of the
absorber tube was painted with 3M Black Velvet. The absorptance
of the paint has been estimated to be 0.95 over the entire solar wave
length range.

The second absorber tube was a stainless steel heat pipe with water

~. .
Fig. 2 View of collector operallng at the test site

as the working fluid. 2 A selective solar absorber surface was applied
by Honeywell to the evaporator section of the heat pipe by first
electroplating it with bright nickel and then depositing an A1 20 3

MoOx -AI20 a (AMA) coating over the nickel. The resulting surface
had a solar absorptance of 0.91 and an emittance at 300°C of 0.2. This
absorber tube was used to evaluate operational performance up to
300°C.

The third absorber tube was also a heat pipe. However, its surface
was coated with a nonselective black paint with a solar absorptance
and an infrared emittance of 0.96. This absorber was also used to
obtain data at temperatures up to 300°C.

The energy absorbed by the heat pipe absorber tubes was removed
and measured using a gas-gap calorimeter. The calorimeter consists
of a water-cooled brass collar which fits around the condenser end of
the heat pipe. A gap was maintained between the inner surface of the
calorimeter and the outer surface of the heat pipe condenser. The heat
pipe and calorimeter temperatures are maintained constant for
varying heat transfer rates by adjusting the thermal resistance across
the gap. This was achieved by supplying an adjustable mixture of
helium and argon to the gap. The net heat collected and delivered to
the calorimeter was calculated using measured values of the mass flow
rate and temperature rise of the calorimeter cooling water and the
properties of water. As in the case of the low temperature absorber,

2 The heat pipe was designed and built by Dynatherm. Inc. of Cockeysville,
Md.

Tahs = temperature of the absorber surface
T~ = temperature of the glass envelope
W, = width of the concentrator
<¥ = incidence angle
<¥s = mean solar absorptance of absorber tube

coating
f = emittance of the absorber tube coating
ryop = optical efficiency
rysys = total system efficiency
eI' = tracking angle error
Pc = reflectance of concentrator surface
rr = Stefan-Boltzmann constant
T~ = transmission of glass envelope

incidence angle
F(",) = tracking error factor
h = depth of the parabola
k = thermal conductivity
I. = length of the conducting elements
Qllbs = heat absorbed per unit aperture area

per unit time
Qdnr = direct normal solar flux
Qloss = heat loss per unit aperture area per

unit time
QUlIt = net heat delivered per unit aperture

area per unit time
ra = fraction of area of concentrator free from

shadowing by glass tube

_____Nomenclature! _

A = geometric factor defined by equation
(3)

Au = aperture area of collector
At" = area of concentrator end
A, = obstructed area at the concentrator

end
Al = composite cross-sectional area of the

conducting elements
A 2 = surface area of the absorber tube
Cop = system optical constant
es = focusing accuracy due to slope errors of

concentrators
f = focal length of the concentrator
F(a) = function combining the effects of the
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a five-junction thermopile was used to measure the temperature rise 
of the water and mixing chambers were used to insure that bulk 
temperatures were being measured. 

Several thermocouples were welded to the absorber tubes to mea
sure their temperatures. In the case of the heat pipe absorber tubes 
measurements were made on the evaporator, adiabatic, and condenser 
zones. The thermocouples on the evaporator were illuminated by the 
concentrated solar flux which appears to have had some effect on the 
readings. The thermocouples on the adiabatic zone of the heat pipe 
measure the vapor temperature in the heat pipe. Although it is slightly 
below the average absorber surface temperature (approximately 
10°C), it is considered to be the most reliable and representative 
measure of the operating temperature. Therefore this is the value 
quoted in this paper as the absorber operating temperature. 

The experimental collector module was located during the entire 
test sequence at the facility of Desert Sunshine Exposure Tests, Inc., 
approximately 30 miles north of Phoenix, Arizona. This site was se
lected for its long record of clear days, its insolation measuring facil
ities, and the test site security. Tests were conducted with the collector 
axis oriented both east-west and north-south. Data recording in
struments were housed in a camper located just to the northwest of 
the collector module. 

The direct solar flux was measured using an Eppley Model Normal 
Incidence Pyrheliometer (NIP). This instrument has a solid angle of 
acceptance of 5.7 deg. For the purposes of comparison, the total solar 
flux (diffuse plus direct) was measured with a pyranometer which was 
directed toward the sun. During the collector tests the ratio of direct 
to total flux was in the range of 0.75-0.9. 

Experimental Results 
Data for the directly incident solar flux and the net heat delivered 

by the collector was obtained to determine the collector efficiency. 
The efficiency was evaluated as the net heat delivered (measured 
calorimetrically) divided by the product of the aperture area and the 
direct normal solar flux (i.e., the solar flux measured normal to the 
sun). It is important to note that by using this definition for efficiency, 
the maximum obtainable efficiency is equal to the cosine of the inci
dence angle, a. This angle is the angle between the normal to the ap
erture and a ray coming from the center of the solar disk. This defi
nition of the efficiency imposes a penalty owing to nonalignment of 
the solar rays with the normal to the aperture opening. All collectors 
which do not track the sun along two axes experience some degree of 
nonalignment. 

The efficiency of the collector operating with each of the three 
previously described absorber tubes was measured for both east-west 
and north-south orientations. Data was also obtained on the effects 
on performance that would be introduced by inaccuracies of track
ing-

Performance With Low Temperature Absorber. The tests 
performed with the first absorber tube configuration were conducted 

70 
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o 30-
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Fig. 3 Optical efficiency versus time of day (40°C operating tempera
ture) 

at an operating temperature of approximately 40° C. The complete 
test results for this operating temperature are presented in reference 
[2], Since at the low operating temperature the thermal losses are 
negligible, these data describe the optical performance of the collector. 
Fig. 3 presents the collector efficiency as a function of apparent solar 
time. (Apparent solar time is the time system based on the sun being 
at its zenith at 1200.) The peak efficiency is seen to be about 62 per
cent. This measured value is consistent with the product of the ef
ficiencies of the various processes which contribute to the overall ef
ficiency. The component efficiencies were either measured or com
puted to have the following values: (a) reflectance of concentrator 
surface, 0.81; (6) contour focusing accuracy of the concentrator, 0.95; 
(c) transmission of glass envelope, 0.91; (d) absorptance of black paint, 
0.95; and (e) effective fraction of aperture resulting from the glass 
envelope shadowing the concentrator, 0.94. The product of these 
component efficiencies is 63 percent. Therefore it is convenient to 
define a system optical constant, Cop, as 

• pc • es • Tg • as (1) 

In the east-west orientation the drop-off of the efficiency curve with 
departure from solar noon is primarily due to the variation of the in
cidence angle. However, secondary effects also exist which reduce the 
optical efficiency as the incidence angle increases. The secondary 
effects which contribute to the lesser efficiency are (a) shadows due 
to obstructions of incoming radiation by supporting structure at the 
end of the collector; (b) losses associated with solar radiation that is 
reflected from the concentrator but does not reach the absorber tube 
owing to blockage by structural elements or to its being directed be
yond the end of tube; and (c) variations in optical properties due to 
angular effects. 

The north-south data presented in Fig. 3 are seen to be relatively 
flat. This is because for the time of year the data were obtained, the 
cosine of the incidence angle during the day was always greater than 
0.97. 

The effects of the incidence angle, a, including secondary effects, 
can be combined into a function, F{a): 

F(a) = (1 — A tana) cos a (2) 

where the term A tana expresses the apparent reduction in aperture 
area due to end losses, blockages, and shadows. The coefficient, A, 
is a geometric factor determined by the specific collector design and 
is given by 

t WAf + h) + As - Ac 

Aa 

(3) 

The parameters in equation (3) are defined in Fig. 4. Equation (2) does 
not include variations in optical properties due to angular effects. For 
the collector under consideration, A is estimated to be 0.23. 

For the case of perfect one-axis tracking, the heat absorbed per unit 
aperture area and unit time will be given by the product Qdnf X Cop 

X F(a). Where Qdnf is the direct normal solar flux. If sun tracking 
errors exist, these can be accounted for by the introduction of an 
empirical tracking error factor F(<j>). The pointing angle error or 
tracking angle error, (j>, is defined in the inset of Fig. 6. 

Therefore the heat absorbed per unit aperture area per unit time, 
Qabs, is 

Qabs = Qdnf X C o p X F(a) X F(4>) 

The optical efficiency, r)op (no heat losses), is then given by 

Qabs 
nop = 

Qdnf 

(4) 

(5) 

Note that in defining the efficiency the direct normal solar flux has 
been used. This selection has been made since only the direct flux can 
be concentrated and, therefore, it represents the upper limit of the 
energy which can be absorbed by the collector. Equation (5) can be 
rewritten in terms of the various performance parameters as 

ifcp = Cop X F(a) X F(4>) (6) 
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Fig. 6 Tracking accuracy correction factor versus pointing angle error 

Fig. 4 Concentrator areas and dimensions used in equation (3) 

The experimental evaluation of optical efficiency was conducted in 
two steps. Tests were first performed to establish the efficiency as a 
function of incidence angle with the tracking carefully aligned (i.e., 
F((j>) = 1). Next the effects of tracking errors were evaluated by pur
posely introducing known errors in the tracking. Fig. 5 presents the 
measured optical efficiency of the collector as a function of the cosine 
of the incidence angle. Also presented in Fig. 5 is equation (6). It is 
seen that the efficiency data correlate well as a function of the cosine 
a, and equation (6) provides a reasonable representation of the re
sults. 

Solar collectors with any significant concentration ratio must be 
able to track the sun in one or more axes of rotation. The better the 
tracking accuracy that is demanded, the more expensive the tracking 
and drive mechanism will be. Therefore an experiment was conducted 
to determine the effect on performance that a small error in the 
pointing angle will cause. Pointing angle errors were deliberately in
troduced and the tracking mechanism was set to track the sun with 
a given amount of error. Fig. 6 shows the correction factor, F(tj>), as 
a function of pointing angle error. It is seen from the data that there 
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Fig. 5 Optical efficiency versus cosine of the Incidence angle for east-west 
collector orientation (40°C operating temperature) 

is only a small penalty for pointing errors of ±0.5 deg, but beyond that 
the degradation in performance with increasing pointing angle: be
comes much more severe. 

Performance Results at High Temperature. A typical oper
ating temperature of the absorber tube in a solar-thermal power 
system of the type studied in this project would be 300°C. Therefore 
the objective of the high-temperature tests was to obtain performance 
data with the absorber at the design temperature. Data were also 
obtained at somewhat lower temperatures. (The overall range was 
from 210 to 300°C.) The tests were performed using both a selective 
and nonselective coated absorber tube. Recall that the tubes used for 
these high temperature tests were heat pipes. Therefore the absorber 
temperature was constant (within a range of approximately 10°C) 
over the entire length. The complete test results for the selective and 
nonselective absorber tubes are presented in references [3, 4], re
spectively. 

At the elevated temperatures a heat loss exists from the absorber 
tube and the net heat delivered by the collector is given by 

Qout = Qabs - Qk (7) 

The total system efficiency, i;ays, is obtained from the measured 
quantities by the relation 

^sys : Qout/Q, 'dnf (8) 

(Recall that Qout is directly measured with the calorimeter.) The heat 
loss in the system due to the high-temperature operation can be 
evaluated by comparing the high-temperature performance with the 
low-temperature, or optical, performance previously described. That 
is, the heat loss is calculated from 

Qout = Qdnf X Cop(l - 0.23 tana) cosa X F(4>) - Qi„ss (9) 

The high-temperature data were taken with accurate tracking (i.e., 
FW = 1). 

High-temperature data for the collector with the selectively coated 
absorber tube are presented in Fig. 7. The properties of the selectively 
coated absorber result in a Cop equal to 0.60. Fig. 7 presents the system 
efficiency, Qout, Qdnf, and Qi„ss as a function of apparent solar time 
for the east-west orientation. Data taken during portions of three 
different days are presented. Due to dense cloud cover for an extended 
period, data could not be obtained over an entire single day. The 
maximum efficiency obtained around solar noon is approximately 50 
percent. The dropoff of the efficiency curve with departure from solar 
noon is due to the effect of non normal incidence of the solar radiation 
on the plane of the aperture. The heat loss is seen to remain at a 
constant value of approximately 100 W/m2 throughout the day. 

The black painted absorber tube in the third test configuration has 
an absorptance of 0.96 which results in the optical constant, C„p, equal 
to 0.63. Fig. 8 presents the system efficiency, Qdnf, Qout, and Qi„ss 

obtained with the collector oriented in the east-west direction and 
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Fig. 7 Performance data: east-west orientation, 300 °C absorber tempera
ture, selective coated absorber tube 

the nonselectively coated absorber tube operating at 300°C. These 
values are again plotted as a function of the apparent solar time. The 
maximum efficiency obtained around solar noon is approximately 22 
percent. No data before 1030 hours could be obtained due to the long 
time required for the absorber to reach the operating temperature of 
300°C. Note that for the black painted configuration the heat loss, 
Qioss, is relatively constant at 340 W/m2. This is higher than the heat 
delivered, Q0ut-

Data were also obtained when the absorber was maintained at 
temperatures other than 300°C, namely, at 210, 230, 250, and 275°C. 
For each temperature case, the heat loss was found to be constant over 
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Fig. 8 Performance data: east-west orientation, 300°C absorber tempera
ture, nonselective coated absorber tube. 
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Fig. 9 Heat loss as a function of absorber temperature 

the test period. Pig. 9 shows how the heat loss varies as a function of 
the absorber temperature. Curve 1 is for the black painted absorber, 
whereas curve 2 is for the selectively coated absorber tube. It is seen 
that for the selective coated absorber operating at 300°C, the thermal 
loss is substantially lower than that for the nonselective case and 
therefore results in the higher operating efficiency of the collector 
module. 

The total heat losses measured for the experiment are specific to 
the apparatus employed. The absorber tube is enclosed in a vacuum 
jacket. Therefore the only heat losses from the tube are by radiation 
exchange between the absorber and the surrounding glass enclosure 
and by conduction through the mechanical supports which fix the 
absorber tube inside the enclosure. While the radiative heat transfer 
is universal for collectors of the type considered (for a given emittance 
of the absorber tube), the conduction losses are specific to the way in 
which the absorber tube is supported. An estimate of the relative 
importance of the two heat loss mechanisms for the current experi
ments can be obtained by expressing the total heat loss as 

AaQloss = A2t<T(Tabs
4 - V > + ~T (T"bB - T « ) 

Li 
(10) 

The first (radiation) term of equation (10) will be present for any 
design where the absorber tube is surrounded by a uniform temper
ature enclosure. (It has been assumed that the glass enclosure is a 
black body for the wavelengths at which the radiative exchange oc
curs.) Therefore this term represents the minimum heat loss. A 
number of collector analyses have been performed considering only 
this term, thus predicting the upper limit for performance. 

The conduction losses are represented by the second term of 
equation (10). This loss has been expressed as a conductance factor, 
(kAi/L), multiplied by the temperature difference between the ab
sorber tube and glass tube. The conduction heat loss can be considered 
as a departure from the ideal performance. The magnitude of this heat 
loss component can be estimated from equation (10) by using the 
measured value of the total heat loss and the calculated value of the 
radiation heat loss. (Note that all the necessary quantities for calcu
lating the radiation term are known.) Curve 3 of Fig. 9 shows the es
timated loss of heat due to the conduction through the mechanical 
supports. At an operating temperature of 300°C, the conduction losses 
were 29 percent and 8 percent of the total heat losses for the selectively 
coated and nonselectively coated absorbers, respectively. If the con
duction loss were not present, the maximum efficiency would increase 
from 50 to 53 percent for the selectively coated absorber and from 22 
to 25 percent for the nonselectively coated absorber. 

Comparison of Test Results. The data with the three different 
absorber configurations were obtained at different times of the year 
when the insolation was different. To directly compare the heat de
livered for each of the three configurations, a comparison for similar 
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Fig. 10 Comparison of results obtained with three different absorber con
figurations: east-west orientation 

flux conditions was made based on the test results. The flux values 
used for the comparison are for a clear air model for 15 June at +33°N 
latitude. The results are shown in Fig. 10 where Qdnf and Qout are 
presented for the three absorber configurations and with the collector 
in the east-west orientation. The value of the cosine of the incidence 
angle (coso:) was also computed for 15 June and is plotted to show its 
effect on the horizontally mounted single-axis tracking collector. 

Note that the maximum heat delivered by the collector system is 
about 63 percent of the direct normal flux entering the'aperture at 
solar noon. The reduction of 37 percent is due to the optical constant, 
Cop, for this system. The effects of non-normal incidence reduced the 
heat delivered on either side of solar noon. The maximum heat de
livered is reduced to 50 percent of the direct flux when the absorber 
is operating at 300°C with a selective coating. This is primarily due 
to the radiation losses with an emittance of 0.2. When the absorber 
is coated with the black paint (e = 0.96), the heat delivered is reduced 
to 30 percent of the direct normal flux entering the aperture at solar 
noon. This performance reduction is due to the substantial increase 
in the radiation losses. 
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Performance Measurements of a 
Cylindrical Glass Honeycomb Solar 
Collector Compared With 
Predictions 
A glass tube honeycomb solar collector, composed of a conventional single-glazed flat-
plate water cooled nonselective black absorber with a cylindrical glass honeycomb mount
ed between the plate and cover glass, was designed, fabricated, and tested. The test proce
dure followed the National Bureau of Standards Method of Testing for Rating Solar Col
lectors. The honeycomb consists of individual cylindrical thin-wall glass tubes standing 
on end on the absorber plate in a hexagonal close-packed pattern. The tubes are 9.5-mm 
ID, 0.2-mm wall thickness, 5.3 length to diameter ratio made of glass with mean solar ab
sorptive index (k), 2.6 X 10~6 n~l, evaluated from spectral transmittance-reflectance 
measurements on a tubing specimen. The collector performance equalled or surpassed 
theoretical predictions for measurements made over a broad range of collector inlet tem
peratures and environmental conditions.Performance comparisons are made with a base
line double-glazed solar collector tested alongside the honeycomb collector. For applica
tions requiring a working fluid temperature of 65° C above the ambient air temperature, 
honeycomb collector efficiencies of 35-55 percent may be expected for approximately a 
six hour period on clear days; for fluid temperature 40° C above ambient air temperature, 
efficiencies of 50-65 percent may be expected. 

Introduction 

Designers of solar collectors are interested in reducing heat losses 
to minimize the collector area required for a particular application. 
It is known [1-7]x that the placement of a properly designed honey
comb structure between the solar absorber plate and cover glass is an 
effective means of suppressing the most damaging form of natural 
convection and minimizing reradiation losses from the hot absorber. 
It has been shown [8] that cylindrical glass honeycombs used for heat 
loss control in flat plate solar collectors exhibit superior performance 
at temperatures greater than about 35°C above ambient air temper
ature. 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division and presented at the Winter 

Annual Meeting, New York, N.Y., December 5-10,1976, of THE AMERICAN 
SOCIETY OF MECHANICAL ENGINEERS. Revised manuscript received 
by the Heat Transfer Division October 26,1976. Paper No. 76-WA/Sol-3'. 

The purpose of this paper is to present the results of performance 
tests conducted with an experimental (0.61- X 0.61-m) thin-walled 
cylindrical glass honeycomb collector and to compare these results 
with predicted behavior. 

Experimental Glass Honeycomb Collector 
The test solar collector, Fig. 1, is a single-glazed, nonselective black 

flat plate type with a glass honeycomb mounted between the plate 
and cover glass. A cross-sectional view of the 0.61- X 0.61-m test solar 
collector is shown in Fig. 2. The glass honeycomb comprises individual 
9.5-mm ID, 0.20-mm wall, 51-mm long cylindrical glass tubes, in a 
close-packed hexagonal pattern with axes perpendicular to the ab
sorber plate, with approximately 1.6-mm clearance (5C) between the 
cover glass and honeycomb. 

The absorber plate is 3.2-mm thick copper sheet painted with 3M 
Company Velvet Coating, Nextel Brand No. 101-C10, a nonselective 
black coating. To minimize outgassing during tests, the painted plate 
was baked at 175°C for 72 hr. Solar absorptance and total hemi
spherical emittance of the plate are both assumed to be 0.95. 

One 5-m length of copper tubing, 6.4-mm OD, 0.8-mm wall, con-
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Fig. 2 Glass honeycomb sotar collector, cross-sectional view
FIg. 1 Experimental 0.61 X 0.61 m·cyllndrlcal glass honeycomb solar col
lector, shown with cover removed

tinuously soldered to the underside of the absorber plate in a ser
pentine pattern, carries the working fluid through the collector. Glass
foam insulation supports the edges of the plate, and a 2.5-cm air gap
below the plate, with two aluminized mylar films stretched laterally
across the space, provides thermal insulation in addition to about 7.5
cm of bottom foam insulation. Aluminized mylar film which lines the
edge insulation serves, in part, to reflect solar radiation, which passes
through the cover glass and outer portions of the honeycomb, back
into the honeycomb and on to the absorber. Thus, edge shadow effects
at large incidence angles are minimized. Such edge effects are much
more significant for the 0.61- X 0.61-m test collector than would be
the case for a full-scale model.

The collector housing is a box made of 1.3-cm plyWood, painted
silver, and mounted on a tiltable table which can be manipulated to
position the absorber plate normal to any point above the horizon.

Performance Tests of Experimental Collector
Test Loop. Fig. 3 is a schematic drawing of the test loop. Tap water

stored in a small steel tank is used as the working fluid. The water is
drawn from the top of the tank and pumped through the test loop by
an Oberdorfer 3000 gear pump. Downstream of the pump the test loop
divides into two branches with the flow in each controlled by a needle

valve and measured independently with rotometers. Additional flow
and pressure control is obtained with a valved pump return circuit.
The two branches permit the testing of two collectors simultaneously
under identical environmental conditions, with independent control
of flow rates and collector inlet temperatures.

The electric resistance preheaters are simply high-resistance flat
wire wrapped around electrically insulated tubing, and heavily in
sulated with asbestos cloth and a fiberglass blanket. The preheaters
are independently controlled by 240-V variable transformers and
provide a means for raising the inlet temperature so that the effect
of this variable can be ascertained during performance tests.

The working fluid flows from the heaters through the collectors,
and then the separate branches rejoin. A small expansion chamber,
vent valve and pressure gauge are installed at the most elevated point
in the loop. A heat exchanger and by-pass are provided in the return
line to simulate a load when required. The working fluid then returns
to the bottom of the storage tank. This routing, which provides a de
layed mixing in the storage tank, as well as a complete wrapping of
insulation around the test loop, is important for minimizing short
period fluid temperature fluctuations.

Instrumentation, Copper-constantan thermocouples measure
the water temperature at the entrance and exit of the collector, at five.
points on the absorber plate, at two points on the glass foam insulation

..... Nomenclature .......... _

a = defined by equation (2)
Ac = collector ap.erture area
ALM = log-mean area of resistance across gap

Dc
b = defined by equation (3)
cp = specific heat of working fluid
di = inside diameter of honeycomb cell
fw = glass fraction of cross-sectional area
Gs = solar irradiation
Fir = mean fluid heat transfer coefficient
k = absorptive index
Ii = mean value of k/>- (which yields correct

integrated solar absorptance)
ka = thermal conductivity of air
kw = thetmal conductivity of cell wall
e = length of flow channel
L = cell length
Til = mass flow rate of working fluid per unit

collector area
n = refractive index
P = perimeter of flow channel
RA = resistance to radiative and convective

heat transfer between cover glass and en
vironment

Rc = resistance to heat conduction, convec
tion and radiation in the honeycomb
structure

RD = resistance to heat conduction through
inSUlation and heat exchange with sur
roundings

RE = resistance to heat transfer between
absorber plate and working fluid

T e = ambient air temperature
Tr,i =fluid temperature at collector inlet
Tr,o =fluid temperature at collector outlet
Tr =mean fluid temperature (Tr,i + Tr,o)/2
Tg =cover glass temperature
Tp = absorber plate temperature

tw = cell wall thickness
U e = wind speed
(as)g = solar absorptance of cover glass
(as) p = solar absorptance of absorber plate
{3d = fraction of diffuse solar radiation
Dc = air gap between honeycomb and cover

glass
fg = hemispherical emittance of cover glass
fEB. = effective bottom emittance of honey-

comb (further defined in text)
'1 = solar collector efficiency
Os = vertical angle of incidence of solar rays
>- = wavelength
(J = Stefan-Boltzmann constant
T = collector angle of tilt with horizontal

plane
Ts = combined transmittance of cover glass

and honeycomb
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below the plate and mylar sheets, on the outer surface of the cover 
glass, and at the flowmeter inlets. A 12-channel Honeywell chart re
corder with compensated reference junction prints out the temper
ature in degrees F. The fluid temperature increase in each collector 
is measured by thermocouple differencing and is continuously read 
on a Honeywell Electronik 196 potentiometer recorder within 
0.05°C. 

Solar irradiation and total hemispherical irradiation are contin
uously measured with an Eppley Model 10 pyrheliometer and a 
Beckman and Whitley Model TCH188-01 total thermal radiometer 
(based upon the Gier and Dunkle design) both mounted coplanar with 
the honeycomb collector, and are individually recorded on two Leeds 
and Northrup Speedomax H single channel millivolt chart recorders. 
The recording instruments are regularly calibrated with a Leeds and 
Northrup 8690 potentiometer. The flow meters gravimetrically cali
brated at temperature are expected to be correct within ±1 per
cent. 

Wet and dry bulb environmental temperatures and wind speed are 
continuously measured with a Beckman and Whitley micrometeo-
rological recording station located at the collector site. The foregoing 
data are periodically corroborated with wet and dry bulb temperatures 
measured with a Cenco sling psychrometer, and wind speed measured 
with an Alnor Model 6000 air velocity meter. 

The vertical solar angle of incidence 6S is determined by measuring 
the length of the shadow, in the plane of the collector, of a rod 
mounted normal to the collector, with an accuracy of ±1 deg. 

Test Procedure. In general the test procedure followed is similar 
to that recommended by the U.S. National Bureau of Standards [9]. 
A simple technique is used to approach system equilibrium in the least 
amount of time for any particular inlet fluid temperature. With the 
storage tank full of water, the pump is turned on and flow rate and 
heater are set at maximum output. By circulating water, temporarily 
heated to about 20°C above the designated value of inlet fluid tem
perature, system equilibrium is typically reached within 30 min. 

The input line from the water main is left open throughout the test, 
maintaining a minimum system pressure of 3.2 atm, which allows 
water temperatures up to 130°C without boiling or cavitation. Air or 
vapor in the lines collects in the expansion chamber and is periodically 
vented. No test is conducted with any sign of bubbles in the fluid, 
which may be observed passing through the glass flowmeter. 

A constant collector inlet temperature is generally used for an entire 
day's tests to minimize effects due to thermal capacity and to reduce 
the time necessary to change to new equilibrium conditions. Data 
taken in the morning during increasing G, or in the afternoon during 
decreasing Gs show no measurable difference attributable to capac-
itive effects. 

Test Results. Instantaneous collector efficiency is shown in Fig. 
4, plotted against average fluid temperature above ambient air tem

perature divided by solar irradiation, (Tf — Te)/Gs. The collector 
efficiency is calculated as the product of the heat capacity rate per 
unit collector area and water temperature rise in the collector divided 
by the solar irradiation, mcp(Tf„ — Tf:i)/Gs. 

Sixty nine data points are shown, obtained during clear weather 
days at the University of California, Los Angeles, intermittently from 
August 15, 1975, to November 6, 1975. The sky was very clear to 
somewhat hazy during test periods. Diffuse irradiation remained fairly 
constant during the day, becoming a larger fraction of the total solar 
irradiation for higher angles of incidence. 

Collector performance was tested over the following range: 
Collector inlet temperature (T/,;) = 43-116°C 
Mass flow rate per unit collector area (m) = 73-83 kg/hr — m2 

Environmental temperature (Te) = 16-31°C 
Wind speed (ue) = 1-9 m/s 
Solar incidence angle (6S) = 0-50 deg 
Tilt angle (r) = 20-60 deg 
Total solar irradiation (G„) = 577-996 W/m2 

Percent diffuse solar irradiation ((Id) = 12-20 percent 
Each data point represents measurements averaged over 15-min in
tervals when quasi-steady state was known to exist. A best fit straight 
line was not drawn through the data so as not to incorrectly imply a 
particular value for the intercept. 

Predictions of Solar Collector Performance 
The predicted performance of the experimental cylindrical glass 

honeycomb collector is compared with actual test results. A brief 
description of the prediction model is given. 

Calculation Model. A steady-state, nonlinear thermal resistance 
network representing the heat transfer modes that occur in the 
solar-thermal conversion processes was described by Buchberg and 
Roulet [10] and further elucidated by Buchberg and Edwards [8]. It 
was shown that the instantaneous conversion efficiency (rf) for a single 
glazed collector may be given as 

V = a - b[(Tf,i - Te)/Gs] (1) 

where 

a = RD[RA(*s)g + (RA + Rc)(as)pTs}/ 

[RE(RA + RC + RD) + RD(RA + RC)\ (2) 

b = (RA + Re + RD)/[RE(RA +RC + RD) + RD(RA + Rc)]Ac 

The thermal resistances (RA, RC, RD, and RE) represent, respectively, 
resistance to radiative and convective exchange at the cover glass-
environment interface, at the cover glass-environment interface, 
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Fig. 5 Solar transmlttance of honeycomb and cover glass 

conduction, convection and radiation in the honeycomb structure, 
conduction through the insulation and heat exchange with the sur
roundings, and heat transfer from the hot solar absorber to the 
working fluid entering at a temperature (Tf,i)- The resistances are 
temperature dependent and in addition RA is a function of wind speed 
and direction and net infrared radiation exchange at the environ
ment-cover glass interface. The solar absorptance properties (ots)g 

and (as)p are considered to be constant but the solar transmittance 
(T.„ a composite property including the cover glass and honeycomb) 
varies with the vertical angle of incidence of the sun's rays (6S) for a 
particular glass system. Morris, et al. [11] present calculations for the 
directional solar transmittance of cylindrical cell glass honeycomb 
as a function of L/di, using a Monte Carlo algorithm with account 
taken of transmission with polarization, absorption within the glass, 
and scattering. The value of k = 2.6 X 10~6 Mm-1, which was inferred 
from transmittance + reflectance measurements on a glass cell wall 
specimen, and n = 1.5 were used in the calculations. As shown in [11] 
calculations of TS versus 0S compared well with test data on glass 
honeycomb specimens. The product of the honeycomb solar trans
mittance from [11] and the cover glass solar transmittance from [5] 
is plotted as a function of ds in Fig. 5. 

The thermal resistance (Re) provided by the honeycombaccounts 
for cell wall conduction, radiation exchange and conduction across 
an air gap (5C) between the honeycomb and cover glass, conduction 
across air cells of length (L + 5{) and the net infrared radiation ex
change between the hot solar absorber and cover glass. Since the 
honeycomb cells were designed to prevent the initiation of the sig
nificant natural convection component, in accordance with Fig. 2 of 
reference [8], natural convection across the air cells was assumed to 
be effectively zero. Thus, Re may be given by the expression, 

Re 
: l/[l/(fwAckJL) + \/(ALUkJ&c + fwAceg4oTg

s)] 

+ (1 - fw)Ac{kJ(L + 5C) + eEBo(Tp* + Tg*)(Tp + Tg)} (4) 

The terms in equation (4) represent thermal conductances as fol
lows: 

JWAC&WILJ 

ALMka/Sc 

twAc S4*T/ 

(l-fw)AckJ(L+6c) 

a-fw) 
AceEB<r(Tp

i + 
TMTP + T.) 

= conductance due to wall conduction 
= conductance due to conduction across air 

gap (Sc) of mean area, ALM = Ac(l - fw)/ 
m ( l / / J 

= effective conductance due to radiation 
exchange between tube edge and cover 
glass 

= conductance due to air cell conduction 
= conductance due to radiation exchange 

between absorber plate and cover glass. 

CYLINDRICAL GLASS HONEYCOMB 
HEXAGONAL ARRAY 

d: = 9.5 mm, L/d: - 5.3 

Fig. 6 

30 45 

SOLAR INCIDENCE ANGLE, 85(DEG) 

Effective emittance of honeycomb structure 

The effective bottom emittance UEB) of the honeycomb is defined 
[11] as the ratio of the net radiant flux at the bottom, just above the 

absorber plate, to the net radiation exchange between black surfaces 
at the absorber plate and cover glass temperatures. Following the 
calculation procedure [11] for eeB which accounts for the wall ab
sorption of incident solar radiation and the reststrahlen resonance 
reflection bands in the infrared spectrum of glass, values were ob
tained as a function of Bs and Gs. The characteristic curves of cKn 

computed for the cylindrical glass honeycomb used in the experi
mental collector are shown in Fig. 6 for several constant values of G„. 
For a specified value of 0a, the bottom effective emittance decreases 
as the solar irradiation increases. However, for a constant solar input, 
IEB reaches a minimum at a value of 0S of approximately 45 deg. As 
expected [8], solar radiation absorbed by the cell walls acts as a "guard 
heater" to limit the net radiant flux leaving the absorber plate. 

Based on a linear fluid temperature rise, negligible "fin effect" 
between flow tubes and negligible bond resistance between absorber 
plate and flow tube, the thermal resistance RE is simply 1/h/Pf + 
\mcp. 

Performance Calculation and Results. Using a reiterative 
calculation procedure, the nonlinear thermal resistance network 
equations are solved for successive sections of the test collector es
tablishing the temperature rise of the working fluid traversing the 
section. The exit fluid temperature of any section becomes the inlet 
fluid temperature of the succeeding section. The calculation proceeds 
until the total temperature rise is obtained, establishing the amount 
of useful energy converted and the instantaneous solar collector ef
ficiency. Values of?/ were computed for the same environmental and 
operating conditions that pertained for each experimental data point. 
The experimental and computed performance results are compared 
in Fig. 7. 

Calculations of collector efficiency showed some dependency on 
0S, which is consistent with the variation of rs with 0„ indicated in Fig. 
5. For the range of 0S measured during the tests (0-50 deg.) a variation 
in T) between 9 and 14 percentage points was predicted over a spread 
of 0.03-0.13°C m2/W for (7> - Te)/Gs. A variation in r, of about 2 
percentage points was calculated due to changes in wind speed be
tween 1 and 9 m/s, observed during the test period. 

D i s c u s s i o n a n d Conc lus ions 
Measured values of instantaneous collector efficiency plotted in 

Fig. 4 exhibit a scatter of 10 percentage points for fixed values of the 
abscissa. This scatter in the data is not unexpected since computed 
predictions indicated some dependency of t; on 6S and wind speed as 
reported in the previous section on Performance Calculations and 
Results. The experimental data do not seem to display a systematic 
effect due to 6S; however, a best fit straight line through the data for 
0 deg < 0B < 15 deg appears to have a flatter slope than the best fit 
for the larger angles of incidence. It is notable that a relatively large 
incidence angle does not significantly impair collector performance. 
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Fig. 7 Comparison of experimental and calculated efficiency 

Some scatter in the data may also be expected because of a contin
uously changing environment and small random errors in measure
ments and in reading recorder charts. 

As shown in Fig. 7, the predicted values of JJ compare very well with 
the measured values over most of the efficiency range. The predictions 
may be interpreted as somewhat conservative, particularly for data 
points at the high efficiency end of the scale for average fluid tem
peratures of about 35°C or less above the ambient air temperature. 
Since the predictions are on the conservative side it may be that the 
predicted directional solar transmittances are somewhat low. Values 
of TS for the actual cover glass used are not known. As mentioned 
previously, the data used were taken from [5]; the values 0.86-0.82 
(for 6„ = 0 and 50 deg) may be low. Also, the value of k inferred from 
measurements may be somewhat high. Another contribution to some 
uncertainty in the calculated result is the lack of precise knowledge 
of the thermal conductivity of the honeycomb glass and the contact 
resistance at both ends of the honeycomb. Using the same value (0.95) 
for as and e for the absorber plate surface is somewhat conservative. 
The hemispherical emittance may be expected to be somewhat less 
than as again introducing some conservatism in the predicted re
sults. 

Some performance data were obtained for a double glazed nonse
lective black flat-plate "baseline" solar collector mounted adjacent 
to the honeycomb collector. The characteristic performance curve for 
the baseline collector, shown in Fig. 4, represents the best straight line 
drawn through the experimental data. It can be seen that the average 
honeycomb collector efficiency is about 15-30 percentage points above 
the average baseline collector efficiency over the full range of values 
of (Tf — Tc)/Gs shown. This represents a very substantial improve
ment over the baseline collector which can be approximately inter
preted as a 20-40 percent improvement in daily collection depending 
upon the ratio of collector temperature above ambient to the inte
grated incident solar power. The higher the ratio, the greater is the 
advantage of the honeycomb collector. In making this estimate it is 
assumed that the double glazed baseline collector and single glazed 
honeycomb collector respond similarly to diffuse solar irradiation, 
an assumption which has not yet been systematically tested. 

It is apparent from the solar transmittance data in [8] for improved 
glass (k = 1.5 X 10~6 Mm_1) and the optimization studies, that further 

improvements in the performance of glass honeycomb collectors may 
be expected in the future. 

The glass tubes were cleaned prior to mounting in the collector by 
soaking in warm distilled water containing 5 percent trisodium 
phosphate in solution, then rinsing in a 5 percent antistatic solution 
in cool distilled water, and finally rinsing in pure cool distilled water. 
However, after mounting the tubes, it appeared that a whitish residue 
remained on most of the tubes. Presumably, the transmittance of the 
glass honeycomb could be measurably improved in the future by use 
of a more effective cleaning process. 

The performance of the cylindrical glass honeycomb collector may 
be interpreted from the point of view of applications. For a 6-hr period 
of collection on clear weather days, the following approximate per
formance ranges can be derived from Fig. 4: For space air conditioning 
requiring working fluid temperatures of about 100°C when the out
door temperature is about 35°C, efficiencies between 35 and 55 per
cent may be expected. If the collector is used for a space heating ap-
pication with sensible heat storage requiring working fluid temper
atures of about 65°C when the outdoor air temperature is about 
—10°C, expected efficiencies would be between 20 and 45 percent. For 
applications where the required fluid temperature is about 30°C above 
ambient air temperature, efficiencies of 50-65 percent may be ex
pected. 

The particular tube size used for the honeycomb array was mainly 
dictated by procurement constraints. In Fig. 2 of ref. [8], it can be seen 
that free convection is adequately suppressed for a cell diameter of 
9.5 mm. Experimental and analytical studies of glass honeycomb 
systems for energy loss control in solar collectors and fenestrations 
are continuing at UCLA. Studies include various cell shapes in ad
dition to the cylindrical tube. 
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Design Optimization of a Single 
Fluid, Solid Sensible Heat 
Storage Unit 
The optimization of the design of a solid sensible heat storage unit initially at a uniform 
temperature is presented. The storage unit is composed of a number of rectangular cross-
sectional channels for the flowing fluid, connected in parallel and separated by the heat 
storage material. The complex method for constrained nonlinear optimization as present
ed by M. J. Box is utilized, with some modifications. The design optimization is based 
upon achieving maximum utilization of the heat storage or removal capabilities of the ma-

. terial for a given set of operating conditions. This is achieved by varying the storage unit's 
geometry while placing constraints on the maximum and minimum length of the unit, 
fluid channel size, storage material thickness, maximum and minimum outlet fluid tem
perature, and the minimum amount of heat to be stored. 

In troduc t ion 

The large increase in the cost of energy during the past several years 
has encouraged industrial and commercial groups to carefully review 
their energy consuming requirements. These reviews or reassessments 
of energy utilization have resulted in the redesign and modifications 
of energy consuming units to improve their efficiency, and in the re
duction of the energy loss through initiation of energy conservation 
measures. In many instances energy management systems have been 
developed. Analysis of the results of these studies have indicated ways 
in which substantial savings in energy can be obtained. Often it is 
discovered that many different sources and demands for energy exist 
and that it is possible to utilize the heat rejected by one process as the 
energy source for another. The flexibility of the energy management 
system is greatly increased if an economical and efficient method for 
storing thermal energy can be found. 

There are a number of ways in which energy can be stored. This 
paper deals with the storage of energy in solid sensible heat storage 
units. It is assumed that a source of high temperature gas is available 
and the gas can be passed through straight rectangular cross-sectional 
channels in the storage material. 

The amount of heat stored will be dependent on the mass rate of 
flow and the inlet temperature of the hot gas, the storage material arid 
fluid used and the length and thickness of the storage material. Since 

the quantity of energy stored is time dependent, it is necessary to 
know the transient response characteristics of the units. 

A typical solid sensible heat storage unit is shown in Fig. 1(a). The 
transient response of this unit has been presented by Schmidt and 
Szego [l].1 For the purposes of this analysis lines of symmetry were 
considered to exist at the midpoints of the storage material and flow 
channel. The section to be analyzed is shown in Fig. 1(b). The fol
lowing assumptions have been made: 

(a) constant fluid and material properties; 
(b) uniform heat transfer coefficient; 
(c) step change in fluid inlet temperature; 
(d) initial temperature distribution in the material is uniform; 
(e) two dimensional heat transfer in the storage material; 
(/) constant fluid mean velocity; 
(g) side effects are negligible. 
The equations which govern the transient response of the storage 

unit are the one-dimensional conservation of energy equation for the 
moving fluid and the transient two-dimensional heat conduction 
equation for the storage material. 

The following nondimensional groups are introduced: 

Z s -

L 

Y = 

Fo = 

y_ 

w 

a8 
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The complete set of nondimensional equations neglecting the heat 
capacity of the fluid becomes: 

dT, 
moving fluid: —-f + (G+)(Bi)(T/ - Tw) = 0 

dZ 

storage material: 1 = 
dZ2 dY2 dFo 

with the initial condition: 

Fo = 0 Tm = Tf = T0 = 0 

and the boundary conditions: 

Z = 0 T, = 1 /" 
dTm 

dZ 
0 for 0 < Y < 1 

Z = 

y = i 

y = o 

3Tm 

v+ az 
QTm 

0 for 0 < Y < 1 

• Bi(7> -Tm) for 0 < Z < — 
dY ' V+ 

^ = 0 f o r O < Z < — 
BY V+ 

The results for the transient nondimensional fluid outlet temper
ature, T + , and the fraction of the maximum possible heat stored, Q+ , 
were presented in a series of curves. In order to simplify the use of 
these results in the design of storage units, they were retained in the 
computer and a program written to perform the necessary interpo
lations. The program has been named HSSF. For a given set of fluid 
flow conditions and storage unit configuration the value of Fo, Bi, and 
G+/V+ can be computed and the program used to determine the 
nondimensional outlet fluid temperature and the fraction of the 
maximum possible heat that is stored. 

The selection of the thickness of the storage material and its length, 
and flow channel thickness for a given set of flow conditions is difficult 
since a great number of different combinations of these parameters 
may yield similar operating characteristics. The objective of this paper 
is to present the designer with a technique for the optimization of the 
design parameters to obtain the maximum utilization of the storage 
material during a given time for a specific fluid flow rate and inlet 
temperature. 

Although this paper is written with reference to heat storage the 
results are also applicable to systems where heat is transferred from 
the storage unit to the fluid. The only limitation is that the unit is 

WORKING 
FLUID INLET 

Al 
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JL 

Fig. 1(a) Thermal storage unit 
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Fig. 1(b) Cross section of storage unit 

Fig. 1 Storage unit 

initially in temperature equilibrium, at a uniform temperature. All 
heat quantities will be negative since heat is rejected by the storage 
material. 

Complex Optimization Method 
The selection of a method for optimizing the design of the thermal 

energy storage unit was limited by the mathematical model describing 
the system. Seven variables are involved in the process. Since these 
are limited by either explicit or implicit constraints, applicable op
timization methods were restricted, by practical considerations, to 
those involving direct search techniques developed for nonlinear 
constrained optimization. Of the several such methods available, the 
complex optimization method of Box [2] was chosen. This selection 
was based upon the ability of the method to: 

i handle both explicit and implicit constraints; 
ii avoid time consuming gradient calculations; 
iii increase the probability that a global; rather than a local, op

timum would be obtained; 

- N o m e n c l a t u r e * . 

A = flow cross-sectional area 
A+ = fraction of available energy stored, 

Q/mC,(tfi - t0)8 
C = specific heat at constant pressure 

4A 
D = hydraulic diameter, — 

P w 

d = flow channel semithickness 
/ = friction factor 
h = convective film coefficient 
k = thermal conductivity 
L = length of heat storage unit 
rh = mass rate of flow per unit width for one 

half the channel 
p = pressure 
Ph = heated perimeter of flow channel 
Pu, = wetted perimeter of flow channel 

Q = total heat storage 
Qmax = maximum heat storage, pmVCm(tfi — 

to) 
Q + = fraction of maximum possible heat 

stored, Q/Qmax 

t = temperature 

•t0 T = nondimensional temperature, -
tfi — t0 

T+ = nondimensional fluid outlet tempera-

. tf0 -10 ture 
tfi - t0 

V - volume of the storage material 
v = fluid velocity 
w = semithickness of the storage material 
x = independent variable 

y = transverse coordinate 
Y = nondimensional transverse coordinate, 

ylw 
z - axial coordinate 
Z = nondimensional axial coordinate, z/w 
a - thermal diffusivity of storage material 
6 = duration of active storage 
ii = absolute viscosity 
p = density 

Subscripts 

/ = moving fluid 
fo =*fluid outlet 
fi = fluid inlet 
o = initial condition 
m = thermal storage material 
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iv require only straightforward computer coding. 
The complex method is particularly suited for convex search regions 
and has been used with considerable success in the optimization of 
the solutions to many practical problems. Examples of these have been 
presented by Adelman and Stevens [3] and Kobayashi, et al. [4]. 

The complex method of nonlinear constrained optimization is an 
adaptation of the simplex method originally proposed by Spendley, 
et. al [5]. The objective is to maximize functions of the form/ [*i, x2. 
x3... xn] where x's are the independent variables. This maximization 
may be limited by explicit constraints of the form a; < x, < 6, where 
i = 1, 2, 3 . . . n and implicit constraints of the form 

Cp <gp [xt,X2.. .Xn] <dp 

In the optimization of the design of the thermal storage system the 
optimized function / is Q+ . The functional relationship is given by 
the HSSF computer program and may be represented as Q + [Bi, Fo, 
G+/V+] or in dimensional form as Q+ [h, w, km, m, L, a, 6, P/,, pj, Cf, 
v, A]. Once the storage material and the fluid are selected, the number 
of variables is reduced, giving Q+ [h, w, L, 0, P/,, v,A}. Several of these 
variables are interrelated. The convective film coefficient, h, is a 
function of the mass rate of flow of the fluid, the dimensions of the 
channel, the length of the storage unit and the physical properties of 
the fluid. This can be expressed as h [D, L, v, kf, p./, pf, Cf]. The se
lection of the flow passage dimensions is to a large extent determined 
by the permissible pressure drop in the flow passages. This pressure 
drop is functionally related to the other variables by Ap [L, D, v, pf, 
f] where / is the friction factor. The friction factor is a function of the 
Reynolds number and the channel's surface roughness. 

The design of the storage unit can be optimized with respect to the 
nondimensional heat storage ratio, Q+, or with respect to the ratio of 
the amount of heat actually stored to the amount of available heat, 
A+. When a heat storage unit of a given material is optimized with 
respect to Q+ the capital costs involved in initially constructing the 
unit are minimized. If the heat storage unit is optimized using A+, the 
total amount of energy stored for a specified operating period is 
maximized and, as a result, the value of the energy saved is maximized. 
The values of A+ and Q + are functionally related by 

A + (G+/V+) 

Fo 

[pmCmPh
wl 

L mCf6 J 

All of the terms in the brackets are initially specified. Optimization 
runs, using A+ as the maximized parameter, yielded designs with the 
maximum length. The optimization runs made using Q + as the 
maximized parameter arrived at a final design in which the outlet 
temperature of the fluid reached its upper constraint. The results 
obtained by maximizing A+ and Q+ define a bounded region and all 
optimized units satisfying the constraints must fall within these 
bounds. The designs within this region were obtained by maximizing 
the value of Q+ for a specific total heat storage, Q. 

The details of the optimization procedure are given in the Appen-
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dix. When optimizing with respect to Q+, the program initializes itself 
and proceeds to determine the value of d and L which will give a 
maximum Q + within the constraints listed. The program prints out 
the value of Q+, T+, d, L, Ap, Q, as well as the fraction of the available 
energy stored, A+ , and the air horsepower per cm of heat storage unit 
width. Typical computational time on the IBM 360/168 for an opti
mization run was 10 s. 

The new functional relationships for the calculation of the con
vective film coefficient and the friction factor are given in Table 1. 

Table 1 Friction factor and film coefficient relationship 
Fanning friction factor [9] 

for 5 X 103 < ReD < 3 X 104: 
/ = 0.079 ReD-°- 2 5 

for 3 X 104 < ReD < 106: 
/ = 0.046 ReD'0-2 

Convective film coefficient [10] 

for ReL < 25 X 103; <60 

L\0.c 

100 150 
TIME,Cmln3 

Fig. 2 Fraction of available energy stored 

* = 0 . 2 2 ^ 0 , Q 

for ReL > 25 X 103; - < 60 

kf /L\0.08 

h = 0.029-*• ReL0-8 (-) 

for ReD > 104; - > 60 

h =0.018 ^ R e D
0 - 8 

Since the problem was assumed to be two-dimensional, and side 
effects were neglected, the optimization results are given for a hori
zontal unit width of 1.0 cm, thus the value of P/, was 1 cm. The total 
heat storage for a particular storage unit may be obtained by multi
plying the results presented by the number of channels connected in 
parallel and by the width of the storage unit. When working with 
Feolite as the storage material and air as the fluid the following 
quantities were specified before starting the optimization process: 

(a) mass rate of flow of the fluid, m; 
(b) semithickness of the storage material, w; 
(c) duration of the storage process, 8. 

The explicit constraints for this case were: 
(a) length 0.2 < L < 10 m; 
(b) flow channel semithickness 0.5 5 d < 2 cm; 

while the implicit constraints associated with conditions at the end 
of the active storage period were: 

(a) fluid outlet temperature 0.2 < T+ < 0.875; 
(b) minimum heat storage Q > Qmin; 
(c) pressure drop 0 < Ap < 12.7 cm H 2 0 (5 in. H 2 0) . 
It should be noted that the values for these constraints were chosen 

such as to insure a practical final design. The upper limit for the length 
was changed when working with concrete or cast-iron and air storage 
units. 
R e s u l t s a n d C o n c l u s i o n s 

In the design of a heat storage unit it was felt that the most fre
quently encountered independent variables would be the thermal 
storage material, the energy transporting fluid, the mass rate of flow 
of the fluid, the maximum allowable pressure drop, the thickness of 
the storage material, the time duration during which storage is to 
occur and the maximum fluid outlet temperature. A nondimensional 
temperature is used which takes into consideration the temperature 
of the the fluid entering the unit and the initial temperature of the 
storage material. In all the results to be presented air is used as the 
energy transporting fluid. 

The influence of variations in the mass flow rate, the maximum 
allowable pressure drop, and the outlet fluid temperature were eval
uated for three different storage materials, Feolite, concrete, and cast 
iron, and are tabulated in Tables 2-4. The time, 6 = 60 minutes, and 
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Table 2 Table 4 

Optimum Heat Storage Units Feolite Optimized Heat Storage Unit Cast Iron 

Duration of active storage - 60 minutes 
Inlet temperature - 100°C 

Initial storage unit temperature - 20°C 
Semi-thickness of storage material - 4 cm 

Fluid: Air 

density: 0.106 x 10~ 2 g/cm3 

apecific heat: 1.01 J/g°C 
thermal conductivity: 2.88 x 10 w/cm °c 
kinematic viscosity: 0.188 cm2/sec 

Storage Material: Feolite 

density: 3.9 g/cm3 

specific heat: 0.92 J/g°C 
thermal conductivity: 0.021 W/cm °C 
thermal diffusivity: 0.58 x 10~ 2 cm2/sec 

Constraints: length: .2 < L < 10 m 
semi-thickness of channel: .5 < d £ 2 cm 

mass flow rate, g/sec/cm width 

aemi-thiekneaa of channel, cm 

length, n 

outlet temperature, T 

heat storage, kJ/cm width 

Q + 

A + 

AP, cm water 

air horsepower/cm width 

F-L 

4 

1.01 

3.55 

.875 

292 

.?1S 

.252 

12.7 

.0063 

F-2 

2 

.53 

1.78 

.875 

150 

.732 

.258 

12.7 

.0031 

RUN 

F-3 

6 

1.47 

5.30 

.875 

432 

.709 

.248 

12.7 

.0094 

NUMBER 

F-4 

4 

1.72 

3.49 

.875 

247 

.616 

.213 

2.54 

.00126 

F-5 

4 

.807 

3.61 

.875 

311 

.750 

.268 

25.4 

.0126 

F-6 

4 

1.26 

6.87 

.75 

478 

.606 

.412 

12.7 

.0063 

F-7 

4 

1.63 

14.94 

.50 

768 

.446 

.662 

12.7 

.0063 

Duration of active storage - 60 minutei 
Inlet temperature - 100°C 

Initial storage unit temperature - Z0°C 
Semi-thickness of storage material - h cm 

Fluid: Air 

density: 0.106 x 10" g/cm 
specific heat: 1.01 J/g°C 
thermal conductivity: 2.88 x 10 W/cm "C 
kinematic viscosity: 0.188 cm^/sec 

Storage Material: Cast Iron 

density: 7.26 g/cm 
specific heat: 0.42 J/g DC 
thermal conductivity: 0.518 W/cm °c 
thermal diffusivity: .1708 cm2/sec 

Constraints length: .2 < L < 20 m 
semi-thickness of channel: . 5 < d < 2 cm 

mass flow rate, g/sec/cm width 

semi-thickness of channel, cm 

length, is 

outlet temperature, T 

heat storage .kJ/cm width 

Q + 

A + 

tS, en water 

air horsepower/cm width 

RUN NUMBER 

CI-3 CI-4 CI-5 CI-6 CI-7 

4 

1.108 

4.66 

.875 

379 

.836 

.326 

12.7 

.0063 

2 

.586 

2.40 

.875 

198 

.848 

.340 

12.7 

.0031 

6 

1.609 

6.89 

.875 

554 

.828 

.318 

12.7 

.0094 

4 

1.816 

4.11 

.875 

295 

.739 

.254 

2.54 

.0013 

4 

.900 

5.00 

.875 

420 

.865 

.362 

25.4 

0.0126 

4 

1.326 

7.99 

.75 

558 

.718 

.480 

12.7 

.0063 

4 

1.652 

15.46 

.50 

782 

.520 

.674 

12.7 

.0063 

the semithickness, w = 4 cm, were held constant. The constraints 
placed upon the other variables are given in the tables. 

The effect of changes in the flow rates on the optimum designed 
heat storage unit using Feolite as the storage material is shown in 
Table 2. An optimum unit with a mass flow rate of 4.g/s/cm of unit 
width, a nondimensional outlet fluid temperature of T+ = 0.875 and 
a pressure drop of 12.7 cm of water was selected. The influence of 
variations in the flow rate can be obtained by comparing Runs F-l, 
F-2, and F-3. Increasing the flow rate will cause a slight decrease per 
unit length in Q, Q+, and A+ while the total volume of material for 
the optimum design will be increased. The effects are not dramatic 
and one can conclude that connecting three units in parallel, each 
having a flow rate of 2.0 g/s/cm of width, will store approximately four 
percent more heat than a single channel, 2.98 times longer, having a 
flow rate of 6.0 g/s/cm of width. 

Table 3 
El 

Optimized Heat Storage Unit - Concrete 

Duration of active storage - 60 minutes 
Inlet temperature - 100°C 

Initial storage unit temperature - 20°C 
Semi-thickness of storage material - It cm 

Fluid: Air 

density: 0.106 x 10~ g/cm 
specific heat: 1.01 J/g°C 
thermal conductivity: 2.88 x 10*" W/cm °C 
kinematic viscosity: 0.188 cm^/sec 

Constraints: length: .2 < L < 30 m 
semi-thickness of channel: 

mass flow rate, g/sec/cmwidth 

semi-thickness of channel, cm 

length, a 

outlet temperature, T 

heat storage,. kJ/cm width 

Q + 

A + 

AP, cm water 

air horsepower/cm width 

Sto age Material: Concrete 

density: 2.1 gm/cm 
specific heat: 0.878 J/g°C 
thermal conductivity: 0.011 W/cm°C 
thermal diffusivity: .6 x 10" 2 cm2/sec 

C-l 

4 

1.279 

7.17 

.875 

329 

.778 

.284 

12.7 

.0063 

C-2 

2 

.671 

3,61 

.875 

168 

.788 

.289 

12.7 

.0031 

RUN 

C-3 

6 

1.864 

10.70 

.875 

488 

.773 

.280 

12.7 . 

.0094 

NUMBER 

C-4 

4 

2.154 

6.86 

.875 

286 

.706 

.246 

2.54 

.0013 

C-5 

4 

1.021 

7.31 

.875 

345 

.800 

.297 

25.4 

.0126 

C-6 

4 

1.566 

13.16 

.75 

525 

.675 

.452 

12.7 

.0063 

C-7 

4 

1.982 

26.70 

.50 

813 

.515 

.700 

12.7 

.0063 

The energy storage process is a combined convection-conduction 
process. Increasing the fluid velocity in the channels by allowing a 
larger maximum pressure drop will result in a reduction in the fluid 
channel semithickness and a greater convective film coefficient in the 
optimized unit design. The total length of the optimized unit and the 
total heat storage will increase slightly but not in a direct proportion 
to the change in the pressure drop. As an example a ten fold increase 
in the pressure drop, from 2.54 to 25.4 cm of water, will increase the 
total heat storage by 26 percent, the Q+ by 21.7 percent and A+ by 
25.8 percent. These comparisons are obtained using Runs F-l, F-4, 
and F-5. 

A decrease in the maximum permissible fluid outlet temperature 
will increase the length of the heat storage unit, the total amount of 
heat stored and the fraction of the total available energy stored. The 
value of Q+ and thus the average temperature of the storage unit will, 
however, be decreased as shown by Runs F-l, F-6 and F-7. 

The most unexpected results of this study are those associated with 
a comparison of the different storage materials. In the past all com
parisons of storage materials were made with geometrically identical 
units. The results usually indicated that those units constructed of 
cast iron and Feolite had similar storage characteristics while those 
with concrete had much less desirable storage properties. The relative 
merits of the different materials were found to be dependent to a 
certain extent on the length of time during which storage took place. 
Quite different trends were found when using the optimum design. 
A comparison of the results for the 60-min storage duration presented 
in Tables 2,3, and 4 indicates that for the standard conditions (F-l, 
C-l, and CI-1) the concrete storage unit is about twice as long as the 
Feolite unit but is able to store more heat, has better utilization of the 
storage material since Q+. is greater and stores more of the available 
energy. When one considers installation cost it is obvious that the use 
of concrete as a storage material must be given serious consideration. 
It must, however, be again emphasized that the trends are dependent 
on the duration of heat storage or removal and longer or shorter 
storage duration can be expected to alter the relative merits of the 
different storage materials. The effect of changes in mass flow rates, 
maximum pressure drop and maximum outlet temperature for con
crete and cast iron are essentially the same as those previously noted 
for Feolite. 

The effect of changes in the semithickness of the storage material 
and the duration of the heat input to the storage unit on the value of 
A + for a given flow rate and storage material can be seen in Fig. 2. A 
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Fig. 3 Fraction of maximum heat stored; 2.0 cm semithickness 

series of runs were made using the optimization program to generate 
this figure. For each thickness three distinct regions exist. The line 
at the bottom indicates a constant outlet fluid temperature of T+ = 
0.875 with points falling in the region below this line being units which 
have greater outlet temperature. The top line represents a constant 
unit length of ten meters thus all points in the region above this line 
represent longer units. The area bounded by these two lines represents 
the operating region for units satisfying the constraints. The mass flow 
rate used was 4,g/s/cm of width and the pressure drop was 12.7 cm of 
water. 

As the thickness of the unit increases the bounded region increases 
as indicated in the figure. To assist in the evaluation of these results, 
curved lines of constant heat storage were drawn. These lines are only 
valid in the bounded region associated with the storage thickness 
selected. If the designer selects a given storage duration, B, he can 
immediately determine, through the use of Fig. 2, the operating ranges 
of A+ and Q which are possible while still satisfying constraints. As 
an example, for a storage duration of 80 min it is impossible to design 
a unit with 2-cm semithickness and still satisfy the constraints. A unit 
of 4-cm semithickness will have the following limits on A+ and Q: 

0.275 <A+< 0.475 

and 

430 < Q < 735 kJ/cm of width 

If the semithickness is 8 cm the limits are: 

and 

0.21 < A+ < 0.54 

330 < Q < 840 kJ/cm of width 

The fraction of the maximum possible heat storage may be deter
mined using Figs. 3-5. Once again lines of constant outlet tempera
ture, length and heat storage are plotted. It should be noted that the 
lines reverse their position indicating that the maximum value of Q+ 

is determined by the outlet temperature constraint. The range over 
which Q+ may vary can be determined by viewing the appropriate 
figure, thus, for the 4-cm semithickness: 

0.64 <Q+ < 0.77 

and for the 8-cm semithickness 

0.365 <Q+ < 0.515. 

These curves or similar curves can be used to size a heat storage unit 
for a given operating condition. The first step is to specify the storage 
material, the mass rate of flow per cm of width, the maximum allow
able pressure drop and the duration of the storage period. Physical 
constraints are placed on the semi-width of the flow channel and the 
length of the storage unit. The inlet temperature of the fluid, the 
initial temperature of the storage unit and the maximum fluid outlet 
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Fig. 4 Fraction of maximum heat stored; 4.0 cm semithickness 
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Fig. 5 Fraction of maximum heat stored; 8.0 cm semithickness 

temperature are specified. A series of runs are made at various values 
of Qmjn and semithicknesses and the results tabulated. The infor
mation obtained will fall on a vertical line in Figs. 2-5. The limits of 
Q+, A+, and Q for each thickness can then be determined. Economic 
considerations which take into account the cost of the storage material 
or the capital investment involved and the value of the energy stored 
will be used, in conjunction with the amount of heat to be stored, to 
select the operating point for the unit. This procedure can be illus
trated using the results presented in Figs. 2 and 5. For a storage du
ration of 90 min a unit with a semi-thickness of 8 cm, a mass flow rate 
of 4 g/s cm width and the capability of storing 800 kJ/cm of width has 
been selected. From Figs. 2 and 5 it is found that the unit has a Q+ = 
0.426 and A+ = 0.459. The length can be determined by noting 
that 

which yields: 

91. 
A+' 

L = -

mCfd 

pmCmPhLw 

rhCf 8 A+ 

PmCmPhwQ+ 

For the stated conditions the length of the optimum unit is 8.19 m. 
The semithickness of the channel can be obtained using the pressure 
drop 

m2L 
Ap = 4 8 . / — - cmH20 

d3 

- [ 
48. fm2L~\ V3 

Ap "J (2) 
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where L is in meters while all other quantities have units of length in 
cm. For the stated flow conditions and assuming a smooth channel 
the expression for the friction factor is obtained from Table 1. The 
Reynolds number for the stated conditions, Re = 4 mliif, has the value 
of8X 104, thus, 

/4 m\ -0.2 
/ = 0.046 (Re)"0-2 = 0.046 ( ) 

which for the specific conditions of this illustration gives a value of 
0.0048. The value of the semithickness of the channel obtained using 
equation (2) is 1.34 cm. The sizing of the unit has been completed and 
yielded the following heat storage unit dimensions for the optimum 
design: 
length 8.19 m 
thickness 8 cm 
semithickness of channel 1.34 cm 

Summary 
A technique suitable for the optimization of the design of a solid 

sensible heat storage unit has been presented. The program optimizes 
the design to obtain the maximum utilization of the heat storage 
material. The optimization program can be used to establish possible 
operating ranges for the fraction of the maximum possible heat stored 
and the fraction of the available energy stored at a given set of con
ditions and system constraints. Economic considerations can then 
be used to select the most feasible operating conditions and the unit 
can be sized. 
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APPENDIX 

Opt imizat ion P r o c e d u r e 
Basically, the complex method constructs a polygon of m vertices 

within the n dimensional space to be searched, m > n + 1. Box [2] 
refers to the polygon as a complex, hence the name of this method. 
Each vertex of the polygon consists of a set of independent variables 

which satisfy all the explicit and implicit constraints when the func
tion / \x\, X2, X3, X4. . . xn] is evaluated. The vertex with the smallest 
value of/ is removed from the complex and replaced by a new vertex 
with a larger value of/. This process is repeated until the values of/ 
at all vertices converge to a maximum, thus determing the values of 
the independent variables. Evaluations of Box's complex method have 
been presented by Box, e ta l . [5], Ghani [6], and Swann [7]. 

The complex method used forms the following algorithm in which 
it is assumed that the desired optimum occurs at a maximum value 
of the function: 

1 An initial set of independent variable values, satisfying all im
plicit and explicit constraints, is generated. This self-generation of 
the initial vertex is based upon a pattern search. Eleven equally spaced 
values are selected from the permissible region of each independent 
variable: the lower and upper bounds and nine intermediate points. 
The search for the independent variables starts at their lowest con
straints. The value of one variable is increased and the value of the 
function / determined. If all the implicit constraints are met, the 
vertex is retained as the initial starting point. If the vertex does not 
satisy all the constraints, the independent variable is increased and 
the calculations repeated until a suitable vertex has been found or the 
upper bound on the variable reached. Once the upper bound is 
reached the variable is reset to its lowest value and another variable 
is increased one step. The first variable is again increased in a stepwise 
fashion. This process is repeated until a feasible initial vertex is 
reached. 

2 The additional m-1 vertices, also satisfying the constraints, are 
randomly generated thereby completing the initial complex. 

3 The function /; [xn, xu, x&... xtn] is evaluated at each ith vertex 
of the complex. The vertex at which the function has its lowest value 
is found, and the geometric centroid (xic, X2C, . . . xn-ic) of the re
maining vertices is calculated using 

1 m-l 
xic = E xtj where i = 1,2 . . . , n 

m-l j-i 

4 A new point is found to replace the vertex dropped in step 3. It 
is located on the line through the vertex to be removed and the cen
troid on the side of the centroid away from the vertex. The new point 
and the centroid are separated by a distance equal to the distance 
between the centroid and the vertex to be removed times a constant, 
/3. If the new point selected violates an explicit constraint, the of
fending independent variable(s) is reset to a value within 10 - 6 of the 
constraint. If an implicit constraint is violated, the new point is moved 
halfway toward the centroid in a repeated fashion until the constraint 
is satisfied. 

5 The value of / is calculated at the newpoint.Ifitis greater than 
the the value for the vertex which is being replaced, the point becomes 
the new vertex of the complex. If / is less than the vertex to be re
placed, the new point is moved half the distance toward the centroid 
and re-evaluated. This process continues until a new vertex is found 
whose value of/ is greater than the replaced vertex. If the replacement 
vertex is within 10~5 times the distance between the centroid and the 
original lowest valued vertex, the lowest valued vertex is retained and 
the next lowest value vertex replaced by reverting back to step 4. This 
modification of the original algorithm was proposed by Guin [8] to 
help prevent the vertices from collapsing onto the centroid. If this 
occurred too often, the number of vertices remaining would be less 
than n and the remaining complex could not successfully search an 
n dimensional space. 

6 Convergence has been reached when the minimum value of / 
is within 10 - 7 for five consecutive iterations. 

The number of complex vertices is set at In in the program. The 
reflection parameter, /3, was assigned the value of 1.3. 
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Fully Developed Flow and Heat 
Transfer in Ducts Having 
Streamwise-Periodic Variations of 
Cross-Sectional Area 
The concepts of fully developed flow and heat transfer have been generalized to accommo
date ducts whose cross-sectional area varies periodically in the streamwise direction. The 
identification of the periodicity characteristics of the velocity components and of a re
duced pressure function enables the flow field analysis to be confined to a single isolated 
module, without involvement with the entrance region problem. A similar modular analy
sis can be made for the temperature field, but the periodicity conditions are of a different 
nature depending on the thermal boundary conditions. For uniform wall temperature, 
profiles of similar shape recur periodically. On the other hand, for prescribed wall heat 
flux which is the same for all modules, the temperature field itself is periodic provided 
that a linear term related to the bulk temperature change is subtracted. The concepts and 
solution procedure for the periodic fully developed regime were applied to a heat ex
changer configuration consisting of successive ranks of isothermal plate segments placed 
transverse to the mainflow direction. The computed laminar flow field was found to be 
characterized by strong blockage effects and massive recirculation zones. The fully devel
oped Nusselt numbers are much higher than those for conventional laminar duct flows 
and show a marked dependence on the Reynolds number. 

Introduction 

For constant property flow in a duct of constant cross section, the 
velocity distribution becomes independent of the streamwise coor
dinate at sufficiently large distances from the inlet. Such an un
changing velocity distribution is said to be fully developed. For the 
temperature field, the fully developed regime is not as easily char
acterized as that for the velocity. In fact, aside from certain special 
cases, the temperature distribution does not become independent of 
the streamwise coordinate. The usual definition of the thermally 
developed regime is that the shapes of the temperature distributions 
at successive streamwise locations are the same, so that the successive 
distributions can be brought together by a suitable scaling [l].1 In such 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
October 28,1976. 

a thermally developed flow, the heat transfer coefficient is indepen
dent of the streamwise coordinate. 

By employing the aforementioned properties of the fully developed 
velocity and temperature distributions, the fluid flow and energy 
conservation equations can be significantly simplified. The main 
feature of the simplification is that fully developed friction factors 
and Nusselt numbers can be determined without having to deal with 
the relatively difficult task of solving the entrance region problem. 
The fully developed forms of the conservation equations have been 
solved for a broad range of duct cross-sectional shapes (for example, 
[1-3]). 

A significant number of technically important duct configurations 
do not admit fully developed solutions of the type discussed in the 
preceding paragraphs. Among such ducts are those in which the flow 
cross section is not constant but, instead, varies in a periodic manner 
along the direction of flow. There are numerous instances of ducts 
with periodically varying flow cross sections. One example is a circular 
tube with a succession of annular ring inserts uniformly spaced along 
the length of the tube wall (such ring inserts are used for heat transfer 
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Fig. 1 Schematic diagram of a transverse plate array 

augmentation). A second is a channel whose bounding walls are pe
riodically interrupted by gaps, as in an offset plate-fin heat exchanger. 
Another configuration belonging to this class of duct flows is illus
trated in Fig. 1, which is a schematic diagram of a staggered array of 
plates positioned transversely to the streamwise direction. In addition 
to the periodic character of its flow geometry, this configuration is 
unusual because, unlike conventional ducts, there are no bounding 
walls parallel to the direction of the mainflow. 

The objective of this paper is to formulate a generalization of the 
concepts of fully developed flow and heat transfer in order to ac
commodate ducts of periodically varying cross section. The motivation 
for such a generalization is to provide an analytical framework which 
enables fully developed solutions to be obtained for these duct flows 
without having to deal with the entrance region problem. 

The first task is to describe and analyze the fully developed velocity 
regime. Then, for the heat transfer problem, consideration is given 
to the two standard cases of uniform wall temperature and prescribed 
heat flux. The former is much more difficult to deal with and is, 
therefore, given primary attention. The procedure for dealing with 
the latter closely parallels that for the velocity problem. 

In formulating the momentum and energy equations which govern 
the generalized fully developed regime, the streamwise second de
rivatives (i.e., streamwise diffusion) will be retained. This is in contrast 
to the treatment of the conventional fully developed regime, where 
these terms are discarded. The motivation for retaining these terms 
is that they are of first order importance in flow configurations of the 
type illustrated in Fig. 1. 

A numerical scheme for solving the generalized fully developed 
regime is described. It employs the cyclic tridiagonal matrix algorithm. 
To illustrate the formulation and the solution method, as well as to 
provide results of practical interest, application is made to the flow 
configuration of Fig. 1. Solutions are obtained for a range of laminar 
Reynolds numbers. From these solutions, streamline maps have been 
prepared and are presented to illustrate the path of the flow. Results 
are also given for pressure drop, Nusselt number, and bulk temper

ature change, and the procedure for employing these results is de
scribed. The heat transfer results correspond to Pr = 0.7. 

The Generalized Fully Developed Regime 
The Velocity Field. For the description and analysis of the 

generalized fully developed regime, consideration is given to two-
dimensional or axisymmetric duct flows with * as the streamwise 
coordinate and y or r as the transverse coordinate. Although certain 
three-dimensional duct flows exhibit a generalized fully developed 
regime, they will not be treated here. Furthermore, even though all 
conceptual aspects of the generalized regime apply equally well to 
both laminar and turbulent duct flows, only the laminar conservation 
equations will be dealt with in this paper. 

For a two-dimensional duct flow, let the flow cross section normal 
to the x-direction be characterized by Yi(x) < y < Y2(x). The 
quantities Y\ and Y% represent the coordinates of the duct wall or of 
a symmetry line across which fluid does not pass. Then, for a duct of 
periodically varying cross section 

Yi(x) = Yi(x + L) = .Y1(x + 1L) = 

Y2(x) = Yi(x + L) = Y2(x + 2L) = . (1) 

where L is the period of the variation. The flow configuration of Fig. 
1 well illustrates the periodicity condition expressed by equation (1). 
Y\ and Y2 correspond, respectively, to the symmetry lines y = -%L 
and y — %L for all x values except those where the plates jut out into 
the flow cross section. The periodicity condition for an axisymmetric 
flow is similar to equation (1), except that Y is replaced by the local 
duct radius R(x). 

Consideration may now be given to the velocity field in a duct of 
periodically varying cross section as defined by equation (1) and, for 
concreteness, reference may be made to Fig. 1. It is clear that for such 
a flow configuration, the conditions du/dx = 0 and v = 0 that char
acterize a conventional fully developed velocity distribution cannot 
be fulfilled. Rather, u varies continuously with x, and v is not zero 
(except on the plate surfaces). On the other hand, at sufficiently large 
downstream distances, the velocity field repeats itself in a succession 
of cross sections that are separated from each other by the period 
length L. Consequently, the velocity components exhibit a periodic 
behavior 

u(x, y) = u(x + L,y) = u(x + 2L, y) 

v(x, y) = v(x + L,y) = v(x + 1h, y) = (2) 

Equation (2) characterizes the periodic fully developed regime for 
the velocity field, replacing the conventional conditions du/dx = 0, 
v = 0. The essential message conveyed by equation (2) is that whereas 
u and v vary throughout the entire flow field, it is only necessary to 
study their variations in a typical module which encompasses the 
period length L. Furthermore, the periodicity condition expressed 
by equation (2) enables the fully developed solution to be obtained 
without involvement with the entrance region problem. 

^Nomenclature* 

A = heat transfer surface area 
cp = specific heat 
h = heat transfer coefficient, 

(Q/A)/(TW - Tx*) 
k = thermal conductivity 
L = period length of cross-sectional varia

tions 
m = mass flow rate 
Nu = Nusselt number, hL/k 
P = reduced pressure, equation (5) 
Pr = Prandtl number 
p = pressure 
Q = surface heat transfer rate 

Re = Reynolds number, ULIv 
T = temperature 
Ttx = local bulk temperature 
Tw = wall temperature 
f = reduced temperature, equation (17) 
Tx* = absolute-velocity-weighted mean 

temperature, equation (25) 
u = streamwise velocity 
u = mean velocity, see text after equation 

(39) 
v = transverse velocity 
x = streamwise coordinate 
Y = coordinate of duct walls 
y = transverse coordinate 

a = thermal diffusivity 
fi = pressure gradient, equation (4) 
7 = temperature gradient, equation (15) 
Ap = pressure drop between successive ranks 

of plates 
8 = dimensionless temperature variable, 

equation (24) 
X = dimensionless T* gradient, equation 

(29) 
H = viscosity 
v = kinematic viscosity 
p = density 
4> = function representing u, v, or p 
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Another essential ingredient for the analysis of the flow field is an 
understanding of the behavior of the pressure. It is apparent that in 
order for there to be a net mass flow in the positive x -direction, the 
pressure level must decrease with x. Therefore, the pressure does not 
obey the same type of periodicity condition as is expressed by equation 
(2) for the velocity components. There is, however, another type of 
periodicity condition for the pressure, as will now be described. 

Consider a graph in which transverse pressure distributions (p 
versus y) are plotted for two axial stations x and (x+L) situated well 
downstream of the inlet. The two curves will have identical shapes 
and will differ only in that the curve corresponding to (x + L) is dis
placed downward from that for x by a uniform distance. Then, if the 
p versus y curve at (x + 2L) is plotted in the same graph, it will have 
the same shape as the others and will be situated below that for (x + 
L) such that the separation distance is identical to that between the 
two initial curves. It then follows that 

p(x, y) ~ p(x + L,y)= p(x + L,y)- p(x + 1L, y) = . .. (3) 

This relationship applies at any x that is situated sufficiently far from 
the inlet. 

It can readily be understood from the prior paragraph that the 
pressure drop expressed by equation (3) is responsible for the global 
mass flow in the positive x -direction. If we define 

p(x,y) -p(x +L,y) _ 

where /3 is a constant, then it is reasonable to subdivide the pressure 
field into two components 

p(x,y) = -Px+P(x,y) (5) 

The fix term is related to the global mass flow and P(x, y) is related 
to the detailed local motions. Furthermore, by reconsidering the 
pressure graph discussed in the prior paragraph, it is evident that P 
is periodic, that is 

P(x, y) = P(x + L,y)= P(x + 2L,y) = ... (6) 

This completes the description of the periodically fully developed 
flow, and attention can now be turned to the governing equations and 
their solution. In view of the periodicity, the solution domain can be 
limited to the streamwise lengthx + < x < {x+ + L), where*"1" is any 
convenient location. The conservation equations for mass and mo
mentum for a constant property flow can then be written as 

du/dx + dv/dy = 0 (7) 

p[u(du/dx) + v(du/dy)} = /3 - dP/dx + n(d2u/dx2 + d2u/dy2) (8) 

p[u(du/dx) + u(3u/dy)] = -dP/dy + n(d2v/dx2 + d2v/dy2) (9) 

where equation (5) has been employed in the evaluation of the pres
sure terms. It is worth noting that the terms involving d2/dx2 have 
been retained in recognition of the fact that large local streamwise 
gradients may occur in periodically fully developed flows. 

Equations (7)-(9) constitute a coupled system of partial differential 
equations for the three unknown functions u(x, y), v(x, y), and P(x, 
y). The quantity /3 may be regarded as an assignable parameter, the 
given values of which will generate corresponding mass flows (or 
Reynolds numbers). 

On the solid bounding walls 

u = v = 0 (10) 

whereas on bounding symmetry lines 

du/dy = 0, v = 0 (11) 

At the upstream and downstream ends of the solution domain, the 
periodicity conditions give 

Hx+,y) = <t>(x++L,y), <t> = u,v,P (12) 

It is the periodicity condition (12) which decouples the solution do

main from the remainder of the flow field and, in particular, from the 
entrance region problem. 

The differential equations (7)-(9) and the boundary and periodicity 
conditions (10)-(12) constitute a complete mathematical description 
of the periodic fully developed flow. For duct configurations of 
practical interest, it is almost a certainty that a numerical solution 
will be required, with the differential equations being replaced by 
difference equations. We may, therefore, envision the solution domain 
as being partitioned by a finite difference grid in which the nodal 
points i, j are numbered from i = 1 to N and j = 1 to M, respectively, 
in the x- and y -directions. 

It is interesting to examine the manner in which the periodicity 
condition is incorporated into the difference equations. For this 
purpose, let i = 1 and i = N, respectively, denote the upstream and 
downstream boundaries of the solution domain. In view of the peri
odicity, it follows that 

<1>0J = <l>N-l,j, 4>IJ = <pN,j, 02,; ' = <l>N+l,j (13) 

for (j) = u,u, P. It may also be noted that the difference equation at 
any point (', j will contain, among others, terms involving <t>i-ij and 
0,+ij. Then, with the aid of equation (13), it is readily seen that the 
difference equations along the line i = 1 are identical to those along 
the line i = N. Therefore, the calculation domain can be confined to 
the range i = 1 to i = N — 1. Furthermore, in accordance with equation 
(13), the difference equations at the i = 1 grid points will contain 
tj>N- ij terms and, similarly, the equations at the i = N — 1 points will 
contain <f>ij terms. It thus follows that the difference equations do 
not contain unknowns from points outside the solution domain. This 
insures that the number of unknowns will not exceed, but will equal, 
the number of difference equations. 

There are many finite-difference schemes that can be employed 
to solve the governing equations for the periodic fully developed re
gime. It is the preference of the present authors to solve these prob
lems in terms of the basic dependent variables u, u, and P rather than 
to transform to the stream function and vorticity. For the solutions 
to be discussed later, a differencing procedure and a grid layout (i.e., 
a staggered grid) similar to that of [4] were employed. The derivatives 
in the inertia terms were discretized according to the hybrid model 
and the pressure field was dealt with via a guess and correct procedure, 
all described in [4]. For the solution of the difference equations, the 
cyclic tridiagonal matrix algorithm was applied. Compared with other 
methods, this procedure is especially well suited for solving the pe
riodic fully developed regime and is, therefore, described in the Ap
pendix. 

Although most of the prior discussion was concerned with two-
dimensional duct flows, only slight modifications need to be made to 
accommodate axisymmetric flows. 

The Temperature Field. The analysis of the periodic fully de
veloped temperature field follows a different pattern depending on 
the thermal boundary condition. The first case to be considered is that 
in which the wall heat flux is prescribed and is the same from module 
to module. This case can be analyzed by extending concepts that were 
already discussed in connection with the velocity field. Subsequently, 
the uniform wall temperature case and its special features will be 
treated. Besides these standard thermal boundary conditions, there 
are other possible boundary conditions, for example, those which 
involve conjugate heat transfer between the fluid and its bounding 
solid walls. These cases will not be considered here. 

For conventional duct flows with prescribed and uniform wall heat 
flux, the thermally developed regime is characterized by ST/dx = 
constant. There are two factors which cause this condition to be in
valid for ducts of periodically varying cross section. First, the heat 
transfer surface area is not uniform with x, which effectively precludes 
uniform heat addition to the fluid. For instance, in Fig. 1, significant 
portions of the boundaries y = ±xkL are not heat transfer surfaces. 
The second factor is the presence of net axial conduction (i.e., d2T/dx2 

^ 0 ) . 

The periodic thermally developed regime for prescribed, modularly 
repeating wall heat transfer can be visualized by considering tem
perature profiles (T versus y) at a succession of axial stations x, (x + 
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/ ,) , (x + 2 L ) , . . . . These profiles will have identical shapes and, for 
the case of heating, will be displaced one above the other by the same 
distance so that 

T(x + L,y)- T(x, y) = T(x + 2L, y) - T(x + L, y) = ... (14) 

In view of this, we define 

T(x + L,y)-T(x,y) 
= 7 (15) 

where it can be easily shown that 

7 = Q/mcpL (16) 

in which Q is the rate of heat addition (per unit span) to the fluid in 
the period length L. Then, the temperature field can be subdivided 
into two components 

T(x, y) = yx + f(x, y) 

Furthermore, T is periodic, so that 

t(x, y) = f(x + L,y) = t(x + 2L, y) •• 

(17) 

(18) 

As was the case for the velocity problem, the periodicity condition 
(18) enables the solution domain for the temperature problem to be 
limited to the streamwise length x+ < x < (x+ + L). By making use 
of equation (17), the energy equation can be written as 

u(dfldx) + v(dt/dy) + uy = a(d2t/dx2 + d2T/dy2) (19) 

To facilitate the statement of the boundary conditions, let q denote 
the prescribed local heat flux at the heat transfer surfaces 

dT/dn = y(dx/dn) + df/dn = -q/k (20) 

where n is the surface normal, whereas on symmetry boundaries 

dT/dn = y(dx/dn) + df/dn = 0 (21) 

,In addition, at the upstream and downstream ends of the solution 
domain, the periodicity condition gives 

f(x+,y) = f(x+ + L,y) (22) 

The energy equation (19) and the boundary and periodicity con
ditions (20)-(22) constitute a complete mathematical description of 
the problem to be solved for the temperature field. The numerical 
considerations that were discussed in connection with the solution 
of the velocity field also pertain here, and the advantages afforded 
by the cyclic tridiagonal matrix algorithm (Appendix) continue to 
apply. 

Attention will now be turned to the uniform wall temperature 
boundary condition. For this case, as the fluid flows through the duct, 
its temperature approaches more and more closely to the wall tem
perature. In conventional duct flows at a sufficient distance from the 
inlet, the fluid-to-wall temperature differences decay exponentially 
to zero along the length of the duct, so that [1] 

T(x,y)-Tw 

Tbx ~ Tw 
•f(y), 

d(Tbx - Ta)/dx 

Tbx ~ Tw 

constant (23) 

where Tt,x is the local bulk temperature and Tw is the wall tempera
ture. Equation (23) defines the thermally developed regime for a 
conventional duct flow with uniform wall temperature. The first of 
these equations expresses the fact that the shapes of the temperature 
profiles at successive streamwise locations are the same. It is also 
relevant to note that although it is customary to use Tt,x as a local 
reference quantity in equation (23), any other temperature in the cross 
section could be used instead (e.g., center-line temperature, area-
weighted mean temperature). 

Equation (23) ceases to be an appropriate definition of the ther
mally developed regime for a duct of periodically varying cross section. 
This is because the isothermal bounding surfaces are not uniformly 
distributed along the length of the duct (see, for example, Fig. 1). In 
addition, in the event that the flow contains separated regions and 
recirculation zones, the definition of the bulk temperature is no longer 

unique, so that any other convenient reference quantity may be used 
in its stead. 

To formulate the concept of the thermally developed regime for 
a duct of periodically varying cross section, we first introduce a di-
mensionless temperature 

T(x,y)-Tw 
8(x,y)=-

T * — T 
(24) 

where the local reference temperature Tx*, defined to take account 
of possible recirculation zones where u is negative, is 

TX* -TW = [fJ'vr-TJMtyl/lfJ*|u|dy] (25) 

For a flow where u is always positive (no recirculation), Tx* = Tt,x. 
The periodic thermally developed regime is a logical generalization 

of the conventional thermally developed regime. In the periodic case, 
the shapes of the temperature profiles at successive streamwise 
locations separated by the period length L are the same. In terms of 
the temperature variable 8, this similarity condition is expressed as 

9(x,y) = 8(x + L,y) = 8(x + 2L,y)- (26) 

Equation (26) is the periodic generalization of the first of equations 
(23). 

When 8 is introduced into the energy equation, there results 

where 

u(d0/dx) + v(d8/dy) - a(d28/dx2 + d28/dy2) = a (27) 

, , , , AdTx*/dx) (d2Tx*/dx2) , s 

\2a(d8/dx) - u8] „ , m + ad m •* (28) T * — T 
1 X 1 W 

1 X. 1 W 

Inasmuch as the left-hand side of equation (27) is periodic, it is nec
essary that a also be periodic. To facilitate the examination of this 
condition, let 

Mx) = 
dTx*/dx d(Tx*- TJ/dx 

T* 
(29) 

T * — T 
* X 1 W 

so that a can be rewritten as 

a'= [2a(d9/dx) - u8]\ + a8[\2 + (d\/dx)] (30) 

It can be seen from equation (30) that a will be periodic provided that 
X is periodic, so that 

X(x) = X(x + L) = \(x + 2L) : (31) 

Equation (31) is the periodic generalization of the second of equations 
(23). Thus, equations (26) and (31), taken together with the definitions 
(24) and (29), characterize the periodic thermally developed regime 
and serve as a generalization of equations (23). 

To determine the temperature field in the periodic module between 
x+ and (x+ + L), it is necessary to solve the energy equation (27) 
(supplemented by (30)), together with periodicity conditions on 8 and 
X that follow from (26) and (31) and with the boundary conditions 

8 = 0 on heat transfer surfaces 

d8/dn = 0 on symmetry boundaries 

(32) 

(33) 

The task of obtaining solutions is made complicated by the presence 
of the unknown function X{x). The A(x) distribution must be such that 
the resulting 8 solution satisfies 

J 'Y2 fYi 

6\u\dy= I \u\dy 
Y-t *JY\ 

(34) 

at all x in the solution domain. Equation (34) follows directly from 
equations (24) and (25). 

To describe how solutions for 8 and X can actually be obtained, it 
is expedient to deal directly with the finite difference form of the 
problem. Suppose that the difference equations corresponding to 
equations (27) and (30) have been derived, taking account of the 
boundary and periodicity conditions. At a typical interior point i, j , 
the difference equation can be written as 
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ai,fii,i ~ bij9i-ij + Cij6i+ij + dijBij-i 

+ euOu+l + PijXi-i + Qu\i + Rij\i+i + Sij (35) 

The last four terms, which represent the a function of equation (30), 
will play the role of source terms during the iterative solution of 
equation (35). In particular, the 8 and X which appear in the coeffi
cients P, Q, R, and S will be evaluated from the results of the iteration 
just prior to that which is in progress.2 Thus, for the current iteration, 
P, Q, R, and S may be regarded as known. 

To start the solution, values of 8 and X are assigned at all of the grid 
points, and the expression (PijXi-i + QijXi + RijXi+i + Sij) is 
evaluated at all points. The finite difference equations are then solved 
for 8, and the thus-determined 8 distribution is denoted by 61. In 
general, 8l will not satisfy equation (34), so that we evaluate n(x)=[xr|u|dy]/[xr'i|u'dy] (36) 
at each x station in the finite difference grid. Then, with these Q(x), 
a new 8 distribution is obtained as 

8n(x,y) = a(xW(x,y) (37) 

The change of 8 from 8l to 8n implies a change in the associated X 
values. To determine the new X's (say, X11), we require that 8U and X11 

satisfy an overall finite difference equation at each x, obtained by 
summing equation (35) over all points j in the cross section 

(? PU) X.--111 + ( ? QU) x,-n + (z Ru) x,+1" 

s j ' i 
.ii _ £ (M.-i,;11 

+ . . . + eij8iJ+in) (38) 

where, as noted earlier, P, Q, R, and S are held fixed at their initial 
values. The solution of equation (38) yields Xn(x). 

With 011 and X11 as input, the next round of the iteration is initiated 
and the successive steps are carried out as described in the foregoing 
paragraphs. This procedure is continued until convergence is attained 
to within a preassigned tolerance, and it has been the authors' ex
perience that convergence is achieved rapidly and monotonically. 

Once the solution for 8 and X has been obtained, various quantities 
relevant to the heat transfer characteristics of the duct flow can be 
evaluated. These quantities and their application will be discussed 
within the context of the heat exchanger analysis of the next sec
tion. 

T r a n s v e r s e P l a t e H e a t E x c h a n g e r 
The concepts and solution procedure that have been described in 

the foregoing sections of the paper will now be applied to the 
transverse plate array that is illustrated in Fig. 1. This configuration 
was selected because it represents a severe test of the aforementioned 
solution methodology. It also may be regarded as an idealized model 
of certain types of heat exchangers. For the heat transfer problem, 
the uniform wall temperature boundary condition was chosen because 
it, too, provides a very demanding test of the methodology and nu
merical procedures. 

For a typical flow channel bounded by the symmetry lines y = ±lkL, 
the cross-sectional area normal to the x -direction varies periodically, 
with a period length L. The solution domain selected for the analysis 
of the periodic fully developed flow and heat transfer is depicted by 
the dashed lines in the figure. The solution domain is positioned 
downstream of the entrance region. 

If the governing equations (7)-(9) ior the velocity problem are 
nondimensionalized, a dimensionless pressure gradient involving /3 
emerges as the only parameter. For each prescribed value of this pa

rameter, the solution yields a value of the Reynolds number, so that 
there is a one-to-one correspondence between the two quantities. 
Therefore, for all practical purposes, the Reynolds number may be 
regarded as the independent parameter of the problem. It is defined 

Re = uL/v (39) 

where u is the mean velocity of the net flow passing through the gap 
height L between adjacent plates in a given rank (for instance, the flow 
passing through the gap 0 < y < L a t ; c = 0 ) . The Reynolds number 
range extended from 140 to 1040.3 For the temperature solutions, the 
Prandtl number is an additional parameter whose value was fixed at 
0.7, which pertains to air and other gases. 

The solutions were obtained numerically using a finite difference 
grid having 60 X 30 nodal points, respectively, in the x- and y-direcr 
tions, with a finer spacing of points adjacent to the plate surfaces. For 
each case characterized by a specific value of the Reynolds number, 
about 250 iterations were required to obtain a converged solution (to 
three significant figures) for the velocity field. This corresponds to 
about 550 s on the CDC 6600. The converged velocity field was used 
as input to the temperature field calculation, which converged within 
20 iterations in a computer time of 25 s. 

The presentation of results will begin with a portrayal of the flow 
field via streamline maps as shown in Figs. 2 and 3, respectively, for 
Re = 140 and 1040, the smallest and largest of the Reynolds numbers 
investigated. The streamlines were constructed from values of the 
stream function obtained from \p = Judy. The flow patterns for the 
two cases are quite similar. There are two features that dominate the 
flow field. The first is the very rapid turning of the flow in response 
to the blockage imposed by the front faces of the plates. The second 
is the massive recirculation zone situated downstream of each plate. 
The size of the recirculation zone is somewhat larger at higher 
Reynolds numbers because the more rapidly moving fluid particles 
require a larger turning radius in their sweep around the end of the 
plate. Approximately half the flow space is occupied by recirculating 
fluid. 

A heavier line has been employed in the figures to emphasize the 
separation streamlines which partition the flow space into recircu
lation zones and throughflow zones. The cross sections through which 
the throughflow passes, measured normal to the streamlines, are 
considerably smaller than that associated with the mean velocity U 
that appears in the Reynolds number. Therefore, there are through-
flow velocities substantially larger than u, the largest being about four 
times u. These large velocities have a decisive influence on both the 
heat transfer coefficients and on the pressure drop. 

It may also be noted in either of Figs. 2 and 3 that the streamline 
pattern is repeated (but reversed from top to bottom) in the upstream 
and downstream portions of the solution domain. This characteristic-
is specific to the transverse plate array and, in order to maintain the 
generality of the solution procedure, it was not incorporated into the 
present computations. 

The solutions of the energy equation enable heat transfer coeffi
cients to be evaluated. Here, we present the respective average coef
ficients for the front and rear faces of a plate as well as the average 
coefficient for the plate as a whole (i.e., for both faces). These quan
tities and their dimensionless counterpart, the Nusselt number, are 
defined as 

Q/A 
1 w -* x 

Nu = — 
k 

(40) 

where Tx* corresponds to the x coordinate of the plate at which Q/A 
is evaluated (i.e., x = 0, %L, L , . . . ) . Q is the rate of heat transfer on 
the front, the rear, or both faces, and A is the corresponding surface 

2 For rapid convergence, X2 has been linearized as A2 + 2A(X - A) in the spirit 
of the Newton-Raphson procedure. Here, A is the value of X from the prior it
eration; the terms S,j in equation (35) results from -aOA2. 

3 These seemingly irregular values of Reynolds number are the result of the 
pressure gradient being the prescribed input quantity for the numerical solu
tions. 
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Fig. 2 Streamline maps, Re = 140 

area. It is readily verified that the Nusselt number for the plate as a 
whole is the average of those on the front and rear faces. 

The Nusselt number results are presented in Fig. 4 as a function 
of the Reynolds number. These results are for a Prandtl number of 
0.7. The figure shows that the Nusselt numbers on both faces increase 
significantly with the Reynolds number, with a more rapid rate of 
increase for the rear face. As a consequence, the large spread between 
the curves at low Reynolds numbers diminishes as the Reynolds 
number increases. The presence of a Reynolds number dependence 
is, in itself, worthy of note. For conventional thermally developed 
laminar duct flows, the Nusselt number is generally independent of 
Reynolds number (and also of Prandtl number), except when the 
Peclet number is relatively small (on the order of ten or less). The 
important influence of the Reynolds number on the present results 
is related to two factors: (a) large transverse velocities, (o) the primacy 
of axial conduction relative to transverse conduction. Neither of these 
factors are present in conventional duct flows. 

It is also interesting to compare the magnitudes of the present 
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Fig. 4 Nusselt number results 

Nusselt numbers with those of other cases. It can be shown that an 
array of parallel-plate channels with a plate-to-plate spacing of L has 
the same heat transfer surface area as the transverse plate array of 
Fig. 1. The Nusselt number hL/k for a parallel plate channel is 3.77, 
which is significantly lower than those of Fig. 4. 

The involvement of the temperature difference (Tm — Tx*) in the 
definition of the heat transfer coefficient, equation (40), arises nat
urally from the dimensionless variables that were used in the analysis. 
In employing the Nusselt number results to compute Q at plates sit
uated in the successive ranks x = 0, "HJL, L,. .., it is necessary that the 
Tx* values at these streamwise stations be known. In this connection, 
it follows from equation (29) that 

(Tx* - Tw)x=i,/2 _ 

(TX*-TW)X=Q ' exp [JTH \dx = G 

Furthermore, at any rank of plates x = K(L/2) 

(Tx* - Tw)x=KL/2 GK 

(41) 

(42) 

Fig. 3 Streamline maps, Re = 1040 

(Tx* - Tw)x=Q 

Therefore, if G is known, the value of Tx* at any rank of plates is 
easily evaluated in terms of Tx* at x = 0. Values of G are plotted in 
Fig. 5 (right-hand ordinate) as a function of the Reynolds number. 
The fact that higher values of G are encountered at larger Reynolds 
numbers confirms the expectation that the fluid will experience a 
smaller streamwise temperature change at higher rates of mass 
flow. 

The need to know Tx* at x = 0 is similar to the need to know the 
bulk temperature at a downstream location when applying conven
tional fully developed Nusselt numbers. Whatever means are used 
for estimating the latter should be applicable to the former. In fact, 
since the recirculation region occupies only a small part of the cross 
section at x = 0, %L, L, ... (see Figs. 2 and 3), Tx* at x = 0 can be 
taken to be equal to the bulk temperature at the x = 0 cross section. 
One common approach is to ignore the entrance region altogether, 
and in that case Tx* at x =0 would equal the inlet fluid temperature. 
This approach has considerable merit in flow configurations such as 
the transverse plate heat exchanger where the entrance region is ex
pected to be short. 

To supplement the heat transfer results, pressure drop information 
will now be presented. In Fig. 5 (left-hand ordinate), the dimensionless 
pressure drop Ap between any two successive ranks of plates, re
spectively, at x = K(L/2) and (K + l)(L/2), is plotted as a function 
of the Reynolds number. In assessing these results, it should be noted 
that the velocities of the throughflqw are substantially larger than u, 
so that it is not surprising that pressure drops measured in terms of 
%pu2 are large. The pressure drops of eight to ten velocity heads that 
are in evidence in the figure are comparable to the losses caused by 
various types of valves. 
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APPENDIX 

C o n c l u d i n g R e m a r k s 
Generalized concepts of fully developed flow and heat transfer have 

been formulated for ducts of periodically varying cross section. Under 
fully developed conditions, the velocity components are periodic and 
the pressure can be reduced to a periodic function after subtraction 
of a linear term which is related to the global throughflow. The ther
mally developed regime is of a different character depending on the 
thermal boundary conditions. For the case of prescribed, modularly 
repeating wall heat flux, the temperature field is periodic after a linear 
term related to the bulk temperature change is subtracted. For uni
form wall temperature, profiles of similar shape recur periodically but 
the temperature field is not periodic. 

On the basis of the aforementioned properties, it is sufficient to 
confine attention to a single isolated module in analyzing the periodic 
fully developed regime. The mathematical formulation for the various 
cases was carried out in the paper and salient features of the numerical 
solution of the governing equations have been discussed. 

The concepts and solution procedures were applied to study the 
laminar flow and heat transfer in a heat exchanger configuration 
consisting of successive ranks of isothermal plate segments placed 
transverse to the mainflow direction. The flow field was found to be 
characterized by strong blockage effects and massive recirculation 
zones. The Nusselt number exhibited a marked dependence on the 
Reynolds number, in contrast to the Reynolds number independence 
that characterizes conventional fully developed laminar Nusselt 
numbers. Both the Nusselt number and the dimensionless pressure 
drop for the transverse plate array are substantially higher than those 
of conventional laminar duct flows. 

As a final perspective, it may be noted that periodic fully developed 
flow and temperature regimes may result from causes other than 
periodic variations in the duct cross sectional area. For instance, one 
such cause is the presence of streamwise-periodic roughness patches 
in an otherwise smooth constant-area duct. A second example is a 
succession of bends interconnected by identical segments of straight 
duct. 

A c k n o w l e d g m e n t 
This research was performed under the auspices of NSF Grant 

ENG-7518141. 

The Cyclic Tridiagonal Matrix Algorithm 
The following algorithm is a special case of Gaussian elimination. 

The algorithm can be found, among other places, in [5]. 
Our task is to solve the set of equations 

Ai<t>i = B«0;+i + C,-0i_i + Dt 

for i = 1, 2 , . . . , N — 1. Here, it is to be understood that 

fori = l: 0 i - i = 0N-i 

for i = N — 1: 0,+i = 0i 

At first we seek the following transformation 

0i = -E(0i+1 + Fi<t>N-l + Gi 

where Ex = Bi/Ai, Fx = Ci/Ai, d = Di/Ai, 
and, for i = 2, 3 , . . . , N - 2, 

(Al) 

(A2) 

Ef 
Bi 

Ai - CiEi-i 
Fi-

CiFi-

At - CcEi-t 

Gi 
'Ai-CiEi-! 

(A3) 

The next step is to find the value of 4>N-i- This is accomplished by 
writing equation (Al) for i = N — 1 and substituting for 0i in terms 
of 02 and 4'N-i (from equation (A2)), then for 02 in terms of 03 and 
0jv-i, and so on until 0AT-I is the only unknown left in the equation. 
This sequence of calculations can be expressed as follows 

Pi - AN-\, <?I - BN-h 

and, for i = 2, 3 , . . . JV - 2, 

Pi = Pi-i ~ qi-iFi-i, qi = qt-iEi-i, 

r i = DN-i 

4>N-I =-

n = r,_i + Qi-iG;-! (A4) 

("7JV-2 + CN-I)GN-2 + fjV-2 
(A5) 

PN-2 — (qN-2 + <WV-l)(EV-2 + FN-2> 

Finally, equation (A2) is used to find the values of 0; for i = 
N - 2, JV - 3 , . . . , 3, 2,1 by back substitution. 

Summary, (i) Using equations (A3) and (A4), obtain Eu Fi, Gi, 
Pi, qt< ri fori = 1,2,.. .N — 2. (ii) Evaluate 0JV-I from equation (A5). 
(iii) Back-substitute into equation (A2) and obtain 0; for i = N — 2, 
N-3 3, 2 ,1 . 
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Heat/Mass Transfer Characteristics 
for Flow in a Corrugated Wail 
Channel 
Experiments based on the naphthalene sublimation technique were carried out to deter
mine the local and average transfer characteristics for flow in a corrugated wall channel. 
The range of the experiments encompassed the laminar, transition, and low-Reynolds-
number turbulent regimes. Local mass transfer measurements were made both in the 
spanwise (i.e., cross stream) and streamwise directions, and overall transfer rates were 
also determined. The experiments demonstrated the existence of a variety of complex 
transfer processes and related fluid flow phenomena. These included secondary flows and 
associated spanwise mass transfer variations, suppression of the secondary flow by coun
teracting centrifugal forces, and destruction of the secondary flow by the onset of turbu
lence. Flow separation on the leeward facets of the corrugated wall caused a sharp de
crease in the local transfer rates, but relatively high transfer rates were in evidence in the 
reattachment region. In the laminar range, the average transfer coefficients for the corru
gated wall channel were only moderately larger than those for a parallel-plate channel. 
On the other hand, in the low-Reynolds-number turbulent regime, the wall corrugations 
were responsible for an increase of nearly a factor of three in the average coefficient com
pared with the smooth wall channel. 

Introduction 

This paper is concerned with the local and average heat/mass 
transfer characteristics for laminar, transitional, and low-Reynolds-
number turbulent flow in a corrugated wall channel. The wall corru
gations are arranged perpendicular to the streamwise direction, and 
their presence induces complex flow phenomena which may have a 
profound influence on the heat/mass transfer results. Owing to 
streamline curvature which is a consequence of the waviness of the 
wall, centrifugal forces are set up that may induce a secondary flow 
superposed on the mainflow. Furthermore, in the course of its passage 
through the channel, the flow encounters the successive windward 
and leeward facets of the corrugated walls, and separation may occur 
on the leeward facets. The distribution of the local transfer coefficients 
on the channel walls is expected to reflect the complexity of the fluid 
flow pattern. 

Measurements of local heat fluxes and temperatures needed to 
determine the distribution of the local heat transfer coefficient on the 

Contributed by the Heat Transfer Division for publication in the JOURNAL 
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August 26,1976. 

corrugated walls are very difficult to perform and are subject to ac
curacy limitations. Mass transfer techniques also present certain 
difficulties, but offer advantages in minimizing extraneous losses, 
permitting highly localized measurements, and affording the possi
bility of high accuracy. Among the mass transfer techniques, the 
naphthalene sublimation technique is especially attractive because 
the Schmidt number for naphthalene-air diffusion is not too different 
from the Prandtl numbers for heat transfer to air flow and to water 
flow, thereby permitting extrapolation of results via a Sc" or Pr" 
relation. The utilization of mass transfer results for heat tansfer 
problems is based on the heat-mass transfer analogy whereby, for a 
given Reynolds number, the Sherwood and Nusselt numbers are equal 
for equal values of the Schmidt and Prandtl numbers. 

Refinements in the use of the naphthalene sublimation technique 
have been under development in recent years at the Heat Transfer 
Laboratory of the University of Minnesota [1, 2].1 In order to utilize 
the technique in the present research, there were two novel problem 
areas that had to be resolved. The first was the fabrication of corru
gated-surfaced naphthalene plates* whose surface facets possessed 
a high degree of smoothness and flatness in their own planes. The 

1 Numbers in brackets designate References at end of paper. 
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second was the highly accurate measurement of the surface contours 
of the facets, which are sloped relative to the horizontal. The proce
dures employed to deal with these problems are discussed briefly in 
this paper and in depth in [2]. 

Surface contour measurements performed before and after a data 
run enabled the determination of local mass transfer coefficients. 
Particular attention was given to the spanwise (i.e., cross stream) 
distributions of the transfer coefficients, inasmuch as they revealed 
the presence or absence of a periodic variation indicative of a spanwise 
array of longitudinal vortices superposed on the mainflow. Average 
transfer coefficients for each corrugated wall were determined by 
direct weighings with a precision balance, both before and after a data 
run. 

A search of the literature revealed very little published information 
of direct relevance to the present research. A paper by Beloborodov 
and Volgin [3] presents some average Nusselt number results for 
corrugated wall channels for the turbulent flow range from Re = 4000 
to 40,000. The description of the channel configurations is overly brief 
and no diagrams are given, so that there is uncertainty as to differ
ences among various channels and as to which of several correlations 
one should employ. Local coefficients were not obtained, and it ap
pears that the average coefficients were determined without direct 
measurement of the wall temperature. Comparisons between the 
turbulent results of the present investigation and those of [3] will be 
attempted later in the paper. Corrugated wall channels were also 
studied in [4] and [5], but with the positioning of the walls arranged 
so that the corrugations formed a succession of converging and di
verging sections. 

The literature has also been examined for investigations of other 
channel configurations which might provide background information 
for the present research. Cheng and Akiyama [6] analyzed laminar 
flow and heat transfer in curved-wall ducts of rectangular cross sec
tion, with the largest aspect ratio being 1:5. The solutions indicate a 
secondary flow pattern with a pair of vortices, which differs from the 
array of vortices encountered in the present experiments. Kreith [7] 
employed a simple turbulence model for analyzing the flow and heat 
transfer in a curved channel bounded by a pair of circular arcs. The 
analysis showed that the heat transfer coefficient at the concave 
surface of the channel was appreciably larger than that at the convex 
surface, and this finding was supported by sparse experimental data. 
Tubes and ducts with a variety of surface configurations are employed 
where augmented heat transfer characteristics are desired. A survey 
of such flow passages and their characteristics is available in [8,9]. 

The sublimation of naphthalene (or para-dichlorobenzene) has 
been used previously as a qualitative visualization tool to identify the 
presence of secondary flow vortices [10,11], but not for quantitative 
determinations of the associated transfer coefficients. In addition, 
[10] reports some fragmentary information about the effect of wall 
curvature on the spanwise distributions of velocity and heat transfer 
for a boundary layer flow along a curved flat plate. 

Experimental Apparatus and Procedure 
The experiments were performed with a test section that is shown 

in schematic side view in Pig. 1. As seen there, the flow channel is 
bounded by a pair of corrugated-surfaced naphthalene plates, each 

NAPHTHALENE PLATES 
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Fig. 1 Schematic side view of the test section 

of which has four facets. The slope of the facets relative to the hori
zontal is about 21 deg. The upper and lower bounding walls are ar
ranged so that the axial location of a crest on one of the walls coincides 
with the axial location of a trough on the other wall. A plan view of the 
channel showing nomenclature and coordinates is presented in Fig. 
2. The channel dimensions H, W, and L are 1.65,70.1, and 18.5 mm, 
respectively. The relatively large cross-sectional aspect ratio, W/H 
= 42.5, was chosen to minimize edge effects. The lateral walls of the 
channel, which served to establish the spacing between the naph
thalene plates, do not participate in the mass transfer process. 

The naphthalene plates were cast in specially designed and care
fully fabricated molds. Inasmuch as the two walls of the channel have 
different corrugation patterns, it was necessary to employ a different 
mold for each wall. Corrugations were cut into one of the surfaces of 
each mold by means of a special form cutter used in conjunction with 
a horizontal end milling machine. All of the active surfaces of the 
molds were of aluminum and were hand polished and lapped to a high 
degree of smoothness. The molds were fitted with auxiliary parts to 
insure correct alignment. 

When fully assembled, the walls of each mold enclosed a rectangular 
cavity that was open at the top to facilitate pouring the molten 
naphthalene. Subsequent to the initial filling of the mold, additional 
molten naphthalene was added to compensate for the contraction 
associated with solidification. The solidification was allowed to take 
place under air cooling conditions. 

The removal of a cast plate from its mold was accomplished without 
the use of lubricants. Rather, unmolding was achieved by the artful 
application of hammer blows at strategic points on the surface of the 
mold. The quality of the naphthalene surfaces produced by the casting 
procedure was such that no subsequent machining was necessary. All 
naphthalene plates used in the data runs were cast from fresh (i.e., 
not previously used) reagent grade naphthalene. 

As portrayed in Fig. 1, the experiments were performed in the 

-Nomenclature-

A = surface area of one corrugated wall 
C = constant in the correlation (11) 
Dh = hydraulic diameter, 2H 
X>.= mass diffusion coefficient 
H = channel height, Pig. 1 
K = average mass transfer coefficient, 

equation (6) 
L = projected streamwise length, Figs. 1 and 

2 

t = width of measurement zone, Fig. 2 
til = overall mass transfer rate for one cor

rugated wall 
rh = local mass transfer rate per unit area 
rh = spanwise average mass transfer rate 
mav = average mass transfer rate for one 

corrugated wall, equation (5) 
Re = Reynolds number, equation (10) 
Sc = Schmidt number 
Sh = average Sherwood number, equation 

(6) 
W = channel width, Fig. 2 
x = streamwise coordinate 
z = spanwise coordinate 
v = kinematic viscosity 
pn = concentration of naphthalene vapor 

Subscript 
i = at streamwise station i 
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suction mode, with air from the laboratory room being drawn through 
the test section by a blower situated at a downstream location. The 
suction mode was selected rather than the blowing mode to avoid 
possible preheating of air which might have occurred had the blower 
been upstream of the test section. In addition to the use of the suction 
mode, another measure that was employed to insure thermal equi
librium between the air stream and the naphthalene plates was to 
leave the plates (sealed in an impervious plastic wrapper) in the 
temperature-controlled laboratory room for 12-24 hr prior to a data 
run. The concern about the attainment of thermal equilibrium is 
based on the fact that the vapor pressure of naphthalene is very sen
sitive to temperature (about 10 percent variation per deg C) at the 
temperature level of the experiments (about 20°C). 

Upon emerging from the channel, the flow passed through a plenum 
chamber and was successively ducted to a flow meter, a blower, and 
an exhaust system which vented to the atmosphere at the roof of the 
building. The use of an outside exhaust insured that the room air was 
free of naphthalene vapor. 

A well defined hydrodynamic inlet condition was obtained by the 
arrangement indicated in Fig. 1. The upstream end of the channel was 
placed in a slot that had been machined in a baffle plate. The up
stream edges of the naphthalene plates were carefully aligned so as 
to be flush with the face of the baffle. To guard against extraneous 
mass transfer, all surfaces and edges of each naphthalene plate were 
covered with pressure-sensitive tape, except for the corrugated surface 
which bounded the flow channel. 

The initial phase of each data run was the measurement of surface 
contours on the corrugated facets of the naphthalene plates, which 
was followed by the determination of the mass of each plate by direct 
weighing. The test section was then assembled and the experiment 
initiated. The duration time of an experiment ranged from 1200 to 
5600 s, depending on the Reynolds number. The duration time was 
selected to limit the extent of the sublimation so as to avoid excessive 
changes in the channel height. For this purpose, the average subli
mation from each plate was limited to about 0.03 mm (0.001 in.). 
Immediately after the completion of the experiment, the plates were 
weighed and the surface contours were again measured. 

Further details of the apparatus and the experimental technique 
are available in [2]. 

Measurements 
The surface contour measurements were performed with the aid 

of a sensitive dial gage which had a smallest scale division of 0.00005 
in. (~0.001 mm). It was mounted on a fixed strut that overhung a 
horizontal coordinate table that could be independently traversed 
in two coordinate directions. The gage was able to accommodate an 
overall variation in vertical height of 0.008 in. Inasmuch as the height 
variation along a sloping facet is substantially greater than 0.008 in. 
(see Fig. 1), it was necessary to devise a fixture that would cradle the 
naphthalene plate so as to position the surface of a facet in the hori
zontal plane. Such a fixture was designed and fabricated [2]. It was 
fitted with stops and a clamping device to insure reproducible posi
tioning of the naphthalene plate. Accurate positioning was aided by 
the high degree of flatness of the naphthalene surfaces which contact 
the fixture. With the aid of the fixture, two of the four facets (the first 
and third, or the second and fourth) were simultaneously positioned 
in the horizontal plane. 

The surface contour measurements were made within the portion 
of the channel indicated by the dashed lines in Fig. 2. The spanwise 
length e of the section is 19 mm. At a fixed stream wise position, the 
contour measurements were accomplished by traversing the stylus 
of the dial gage in the span wise direction. Readings were taken at 
every 0.2 mm, so that each spanwise traverse contained 96 points. This 
dense spacing of data points was selected to insure accurate definition 
of the pattern of the spanwise variations. The traversing was con
trolled by micrometer heads that could be read to 0.002 mm. 

The span wise traverses were performed at each of the 10 streamwise 
positions indicated in Fig. 1. These positions were selected on the basis 
of preliminary data runs and were chosen to include both cases in 
which span wise variations were either present or absent. For those 
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Fig. 2 Schematic plan view of the corrugated wall channel 

facets where traverses are not indicated in Fig. 1, it had been estab
lished earlier that the span wise variations were negligible. 

To examine the possible effects of flow separation, stream wise 
traverses were made along a leeward facet-the second facet of the 
upper bounding wall. These measurements were carried out along the 
centerspan of the facet, that is, along the line z = e /2. 

The precision balance employed to determine the overall mass 
transfer rates was capable of detecting 0.05 mg for specimens having 
a mass up to 200 g. The typical change in the mass of a naphthalene 
plate during a data run was about 45 mg. 

The rate of air flow through the test section was measured with the 
aid of either of two rotameters, depending on the Reynolds number. 
The rotameter used for Reynolds numbers up to 1800 had been 
especially calibrated by means of a volume displacement apparatus 
[2] and is believed to be accurate to well within 1 percent over its entire 
range. The flow rates for the larger rotameter exceeded the capacity 
of the calibration apparatus and, as a consequence, it was necessary 
to accept the calibration provided by the manufacturer. 

Data Reduction 
By differencing the surface contour measurements before and after 

a data run and applying certain corrections, the local mass transfer 
rates can be calculated. Two corrections were applied to account for 
extraneous mass transfer by natural convection. The first of these was 
for natural convection which occurred during the period when surface 
contour measurements were being made with the naphthalene plate 
in place on the coordinate table. The second was for transfers during 
the set-up time of the test section. Both of these corrections were 
determined from auxiliary in situ experiments. 

A third correction was made to account for any changes in elevation 
that might have occurred as a result of the removal and subsequent 
reinstallation of the naphthalene plate in the positioning fixture on 
the coordinate table. This correction was determined from before and 
after measurements of the surface elevation at positions under the 
spacer blocks that formed the lateral walls of the channel. Since these 
surface locations are covered during an experiment, any measured 
change in their elevations can be attributed to natural convection or 
to positioning. When the natural convection correction is applied, the 
remainder can be identified as the positioning correction. 

The accuracy of these correction procedures has been examined 
in other experiments [1, 2] where it was possible to close an overall 
mass balance. For the mass balance, the overall mass transfer obtained 
by integrating the locally measured values was compared with that 
from direct weighing. The closure was usually within a few percent, 
with an extreme deviation of about 8 percent. For the present ex
periments, the complexity of the mass transfer distributions along 
the surface precluded an attempt to close an overall mass balance. 

If 8 denotes the corrected local change in elevation, then the local 
rate of mass transfer per unit area can be evaluated from 

(1) 

where Ps is the density of solid naphthalene and to is the duration time 
of a data run. At each of the streamwise locations 1, 2, ... ,10 indicated 
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in Fig. 1, the spanwise distributions of m were integrated to yield the 
spanwise-average mass transfer rate Iii 

m' =- m·dz - 150 1 

! f 0 ! 
(2) 

in which a subscript i has been appended to identify the streamwise 
location. 

The spanwise mass transfer distributions will be presented in terms 
of the dimensionless ratio 

(3) 

The amplitudes of these distribution curves indicate the extent of the 
spanwise variations relative to the local average at streamwise location 
i. To gain another perspective on the amplitude of the variations, a 
second set of distribution curves will be plotted in the form 

(4) 

The denominator of this ratio is the overall average mass transfer rate 
for one of the corrugated walls, whichever is relevant to the streamwise 
location i. It was evaluated from the relation 

(5) 

where M is the overall rate of mass transfer, obtained from before and 
after weighings of a naphthalene plate, and A is the surface area of 
the corrugated wall. Values of may were separately determined for the 
upper and lower bounding walls. 

The average mass transfer characteristics of each wall can be ex
pressed in terms of the average mass transfer coefficient K and the 
average Sherwood number Sh defined as 

- M/A 
K= , 

log mean D.Pn 
(6) 

Inasmuch as the mass transfer is driven by the difference between the 
concentrations of the naphthalene vapor in the bulk and at the wall, 
Pn,b and Pn,w respectively, the log mean concentration difference is 
appropriately evaluated as 

(Pn,w - Pn,bil - (Pn,w - Pn,be) 

In «Pn,w - Pn,bi)/(Pn,w - Pn,be» 
log mean D.pn (7) 

The subscripts bi and be, respectively, denote the inlet and exit bulk 
conditions, For the present experiments; Pn,bi == O. The hydraulic di
ameter Dh was evaluated as if the channel were of infinite aspect ratio, 
so that 

(8) 

The concentration ofthe vapor at the wall, Pn,w, can be determined 

I.O~ 

I.O~ 

from a vapor pressure-temperature relation [12]. The wall temper
ature is uniform and is equal to the air temperature. The'exit bulk 
concentration Pn,be was evaluated from an overall mass balance 

Pn,be == Pn,bi + (""t,M)/Q (9) 

where !'M is the sum of the mass transfer rates at the two walls, and 
Q is the volume flow. 

The mass diffusion coefficient:n appearing in equation (6) is related 
to the Schmidt number via the definition Sc = v/:n. For naphtha
lene-air mixtures, Sc = 2.5 [12]. In addition, the concentrations of 
naphthalene vapor are so small that v is equal to the kinematic vis
cosity of air. The results will be parameterized by the Reynolds 
number Re evaluated as 

Re =- 2Hu/v (10) 

in which u is the mean velocity. 
Attention should also be called to the fact that the wall boundary 

condition for the mass transfer process is uniform concentration of 
the naphthalene vapor. For the analogous heat transfer problem, the 
corresponc'~ng boundary condition is uniform wall temperature, 

Results and Discussion 
The subsequent presentation will deal successively with three types 

of results: (a) spanwise variations and effects of secondary flow, (b) 
streamwise variations along a leeward facet and effects of flow sepa
ration, (c) average transfer coefficients. 

Spaliwise Mass Transfer Distributions. Measurements of the 
spanwise mass transfer distribution were carried out at the ten 
streamwise locations indicated in Fig. 1 for each of six Reynolds 
numbers ranging from 500 to 3100. Spanwise traverses at other 
stream wise locations had been made in preliminary runs and showed 
variations that were in the range of the resolving power of the in
strumentation. The onset of spanwise variations was observed to occur 
at a Reynolds number of about 370 [2], but significant amplitudes did 
not appeal until the Reynolds number reached the 500 level. 

The spanwise mass transfer distributions are presented in Figs. 3-8, 
with each figure corresponding to a specific Reynolds number be
ginning with 510 and ending at 3080. In each figure, there are two 
graphs. The left-hand graph gives results for the dimensionless dis
tribution mi(z)/mi, where mi is the spanwise average mass transfer 
rate at the streamwise location i. The right-hand graph contains re
sults for the dimensionless distribution in the form mi(Z)/mav, in 
which may denotes the average value for the corrugated wall as a 
whole. 

Each of the distribution curves is identified by its stream wise 
location. Furthermore, each distribution curve has its own ordinate 
origin. To identify the origin for each of the mi(z)/mi curves, its 1.0 
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Fig. 4 Spanwise mass transfer distributions, Re = 1007 

ordinate is indicated in the left-hand graphs of Figs. 3-8. The size of 
the ordinate scale for m;(2)/m; is common to all of the curves on a 
given graph and is indicated along the boundary which separates the 
right- and left-hand portions of each figure. Each of the m,(z)Mav 
curves (right-hand graphs) also has its own ordinate origin, which is 
identified by the ordinate values listed along the right margin of the 
figure. The identified ordinate for each curve is approximately equal 
to rhi/mav. The size of the ordinate scale is the same for all the m; (z)/ 
mm curves and is identical to that for the rhi(z)/mi curves. As noted 
earlier, each of the distribution curves represents 96 discrete data 
points. 

A brief discussion of the motivation for using a dual presentation, 
respectively in terms of rhi(z)/mi and riii(z)/mav, will also aid in in
terpreting the results. The rhi{z)/m~i distribution curves enable as
sessment of the extent of the spanwise variations at a given stream wise 
location relative to the average mass transfer rate at that location. 
However, such a presentation does not permit a comparison of the 
absolute extent of the spanwise variations at different streamwise 
locations. This is because m,- varies appreciably as a function of 
streamwise location. At a location where m; is small, the amplitude 
of the rhi(z) variation may appear large when viewed in terms of 
rhi(z)/rhi but, in absolute terms, it may actually be small compared 

with the amplitude at some other location where mi is large. It is for 
this reason that the rhi(z)/mav distributions are also presented. Since 
they are based on a reference quantity that is the same2 for all 
streamwise locations, comparisons among these distributions are truly 
indicative of where the absolute extent of the spanwise variations is 
large and where it is small. 

Attention will first be turned to distribution curves for stations 3 
and 4 and stations 6 and 7, which are respectively situated on the 
second and fourth facets, the windward facets, of the lower wall. These 
stations are characterized by spanwise variations that are the most 
regular and most prominent among all of the others, both when viewed 
in the rhi(z)/rhi and m,(z)/mav formats. The regular and nearly pe
riodic spanwise variations in evidence at these stations is a clear in
dication of the presence of secondary-flow vortices that are super
posed on the mainflow. It is not surprising that the effects of the 
secondary flow are most strongly felt on windward facets where the 
impingement-like character of the flow presses the vortices against 
the surface. 

2 At a given Reynolds number, the respective mav values for the two bounding 
walls differ only slightly, as indicated later. 
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Fig. 5 Spanwise mass transfer distributions, Re = 1455 
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Fig. 6 Spanwise mass transfer distributions, Re = 1714 

These longitudinal vortices are similar to the Gortler vortices that 
are formed in the boundary layer on a concave wall. They are shown 
pictorially in Fig. 17.32(6) of Schlichting [15]. 

It is interesting to trace the evolution of the spanwise variations on 
these facets as a function of the Reynolds number. At Re = 510 and 
especially at Re = 1007, the amplitudes on the fourth facet (stations 
6 and 7) are somewhat greater than those on the second facet (stations 
3 and 4). Then, with increasing Reynolds number, the variations on 
the fourth facet tend to diminish, so that at Re = 3080 they are hardly 
evident. This disappearance of the spanwise variations can be at
tributed to the destruction of the secondary-flow vortices by the onset 
of turbulent flow. On the other hand, the spanwise variations continue 
to be in evidence on the second facet, although they are somewhat 
muted at Re = 3080. It appears, therefore, that the flow in the initial 
portion of the channel is not fully turbulent at this Reynolds number, 
whereas turbulence has taken over in the downstream portion. 

In considering the magnitude of the amplitudes, care must be taken 
to designate whether m; or mav is being used as a reference. In either 
case, there is no difficulty in perceiving the fact that large amplitude 
variations do occur at various Reynolds numbers. For example, at Re 

= 1714, rh.i(z)/mav varies in the range from 0.6 to 1.5 at station 3. 
A careful examination of the pattern of the spanwise variations for 

Reynolds numbers up to 1455 reveals a 180-deg phase shift between 
the second and the fourth lower-wall facets. For large Reynolds 
numbers, the regular pattern of the variations persists on the second 
facet but not on the fourth. Wavelengths X characterizing the regular 
pattern of variations have been determined by averaging along the 
spanwise distributions and are reported in Table 1. Owing to the ev
ident departures of the distribution curves from perfect periodicity, 
the tabulated values are probably uncertain in the second decimal 
place. Notwithstanding this, it appears that the wavelength is virtually 
independent of the Reynolds number over most of the range. 

Consideration will now be given to the results at the other 
streamwise locations (i.e., other than 3, 4, 6, and 7). If attention is 
focused on stations 9 and 10 which are situated on the third upperwall 
facet, a windward facet, a somewhat surprising outcome may be noted 
by inspection of Figs. 3-8. The surprise is the absence of clearly pat
terned and strong spanwise variations as might be expected on a 
windward facet. Although these streamwise stations are not altogether 
devoid of spanwise variations, the nature of their variations is different 
from those discussed earlier. 
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Fig. 8 Spanwise mass transfer distributions, Re = 3080 

A tentative explanation of this behavior may be offered with the 
aid of Fig. 1. If one first imagines the streamline pattern of the 
mainflow, then it is easily understood that the centrifugal force in
duced by streamline curvature changes direction as the flow passes 
from the first valley of the channel to the first peak, etc. The cen
trifugal force induced in the first valley creates the secondary flow 
pattern evidenced by the distribution curves for stations 3 and 4. With 
respect to the centrifugal force at the first peak, it is believed that its 
main effect is to neutralize the aforementioned secondary flow that 
was created upstream. It is for this reason that a strong secondary flow 
pattern is not in evidence at stations 9 and 10. Subsequent to the 
neutralization which takes place at the first peak, the flow ap
proaching the second valley is once again susceptible to having a new 
secondary flow induced by the action of the centrifugal forces 
there. 

The distribution curves at stations 5 and 8 are intended to typify 
the results for a leeward facet. At the lower Reynolds numbers 510 
and 1007, separation plays a significant role. This is evidenced in the 
figures in two ways. First, the distribution has a somewhat odd shape. 
Second, the identifying ordinate in the rhi(z)/mm graph, which is 
approximately equal to m^/mav, is very small. In particular, at station 
5 for Re = 1007, m; is on the order of the resolving power of the in
strumentation, so that the corresponding distribution is probably 
strongly affected by noise. On the other hand, the spanwise variations 
that appear in the curves for stations 5 and 8 at Re = 510 and in the 
curve for station 8 at Re = 1007 may be accepted as valid results. Their 
pattern is somewhat related to those on the lower, windward facets. 

At larger Reynolds numbers, the reattachment of the separated 
region tends to augment the transfer rates. Spanwise distributions 
exhibiting patterns with various degrees of regularity are in evidence 
at stations 5 and 8 up to Re = 2210, whereas the distributions for Re 
= 3080 are essentially flat. 

Stations 1 and 2 are somewhat special in that they may be in
fluenced by entrance region phenomena as well as by separation 
and/or reattachment. It is evident from the figures that the distri
bution curves for these stations are affected by the secondary flow that 
is induced in the first valley of the channel. The evidences of the 
secondary flow persist up to the highest Reynolds number investi
gated, Re = 3080. As noted earlier in connection with the discussion 
of stations 3 and 4, the persistence of secondary flow at that Reynolds 

Re 
X/H 

Table 1 Wavelength of the spanwise distributions 

number is suggestive that turbulence is not yet dominant in the initial 
portion of the channel. 

Separation and Reattachment on a Leeward Facet. The 
spanwise mass transfer distributions that were discussed in the pre
ceding section suggested that flow separation and reattachment sig
nificantly affected the mass transfer results on the leeward facets. A 
more systematic examination of these effects will now be made. To 
this end, streamwise mass transfer distributions, measured along the 
spanwise centerline z = 111 of the second upper-wall facet, are pre
sented in Fig. 9. The figure contains seven graphs, each of which 
corresponds to a specific Reynolds number. In each graph, m(x)/mav 

is plotted as a function of the streamwise distance along the facet (the 
facet length is 4.95 mm). 

As shown in the figure, for Reynolds numbers up to 1455, the rate 
of mass transfer at all points on the facet is very much lower than the 
overall average for the corrugated wall. This is indicative of a relatively 
quiescent separated region. Then, with increasing Reynolds number, 
a distinct maximum appears near the downstream end of the facet. 
This maximum can be identified as the point at which the flow reat
taches to the wall. The drop-off downstream of the reattachment point 
is due to redevelopment of the velocity profile. 

The height of the reattachment peak increases with increasing 
Reynolds number and the point of reattachment moves upstream. 
At the higher Reynolds numbers, the mass transfer rates at the 
reattachment peak actually exceed the overall average for the cor-

510 
1.13 

1007 
0.78 

1455 
0.63 

1714 
0.61 

2210 
0.68 

3080 
0.58 

' 0 2 4 0 2 * 4 0 2 4 0 2 4 

STREAMWISE DISTANCE ALONG FACET (mm) 

Fig. 9 Streamwise mass transfer distributions along a leeward facet (second 
upper-wall facet) 
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Fig. 10 Average mass transfer coefficients 

rugated wall. On the other hand, locations near the upstream end of 
the facet continue to be dominated by separation and are character
ized by mass transfer rates that are well below the overall average. 

Average Transfer Coefficients. Owing to the significantly 
simpler data acquisition requirements, a substantially larger number 
of runs were able to be made to obtain average mass transfer coeffi
cients than were performed for the local coefficient study. The 
Reynolds number range for the average coefficients extended from 
about 150 to 8550. The results thus obtained are presented in Fig. 10 
in terms of the average Sherwood number Sh. At each Reynolds 
number, the Sherwood numbers for the upper and lower walls are 
plotted as distinct data points. In all cases, the two points are nearly 
coincident. 

Inspection of the figure indicates that in the range of Reynolds 
numbers up to about 1000, the Sherwood number gradually increases 
with Reynolds number. Then, somewhere between Re = 1000 and 
1200, there is a change of slope so that, thereafter, the Sherwood 
number increases more rapidly. 

The onset of this more rapid rise in the Sherwood number could 
be indicative of post-separation reattachment and/or of the beginning 
of turbulence in the downstream portion of the channel. However, on 
the basis of the local results presented earlier in the paper, the onset 
of the rise would be expected in the Reynolds number range from 1400 
to 1700 rather than in the range from 1000 to 1200. Evidently, the 
phenomena which initiated the rise evidenced in Fig. 10 were not 
detected during the local coefficient study. 

The scatter of the data in the Reynolds number range between 350 
and 420 may be related to the instability phenomena associated with 
the onset of the secondary-flow vortices. 

In addition to the present data, Fig. 10 contains several curves de
picting information from the literature. The dashed line represents 
the analytical prediction for simultaneously developing laminar 
concentration and velocity profiles in the entrance region of a paral
lel-plate channel with uniform wall concentration [13, 14]. In the 
Reynolds number range up to 1000, the deviation of the data from this 
line is only 10-25 percent. This is a surprising outcome, inasmuch as 
larger differences would have been expected on the basis of geomet
rical and flow field differences between the two types of channels. 

The several dot-dashed lines at the upper right of the figure rep
resent correlations of data by Beloborodov and Volgin [3] for corru
gated wall channels. The fact that several lines have been included 
in the figure is indicative of the present authors' difficulty in under
standing the overly brief test section descriptions given in [3]. One 
aspect of the difficulty is a tabulation which lists values of channel 

width, minimum channel width, and maximum channel width, none 
of which are defined in a sketch or by discussion. In three cases listed 
in the table, there was no evident inter-relationship between the 
values of the width, the minimum width, and the maximum width. 
In two cases, the width and the minimum width were the same. 

The correlation of [3] is of the form 

Nu = CRe°-8Pr"(Pr/PrJ0-26 
(H) 

with n = 0.43 for heating and 0.3 for cooling. The values of the con
stant C are specific to the various configurations tested. The range 
of C was from 0.062 to 0.0915, and these values are portrayed by the 
upper and lower dot-dashed lines. The correlation for the cases where 
the width and the minimum width were the same has a C value of 
0.068, and the corresponding line is also shown in the figure. It is the 
intuitive feeling of the present authors that the latter line is the one 
to which most attention should be paid. In evaluating equation (11), 
Nu was replaced by Sh and Pr was replaced by Sc; furthermore, Sc 
= 2.5, n = 0.43, and Sc/Scw = 1. According to [3], the correlation (11) 
is for Re > 4000. 

The figure indicates very good agreement between the present data 
and the correlations of [3] based on C values of 0.062 and 0.068. The 
agreement is 'especially remarkable in view of the significant differ
ences between the experimental apparatus and instrumentation of 
the two investigations. 

Concluding Remarks 
The present experiments have demonstrated an interesting variety 

of complex transfer processes and related fluid flow phenomena. 
These include: (a) secondary flows with associated spanwise variations 
in the mass transfer rate, (6) suppression of secondary flow effects 
by a counteracting centrifugal force, (c) destruction of the secondary 
flow by the onset of turbulence, (d) the coexistence of turbulent and 
nonturbulent flows in different parts of the channel, and (e) the re
spective suppression and augmentation of the mass transfer rates by 
separation and by reattachment. 

From the standpoint of the average transfer coefficients, it appears 
that the flow can be regarded as laminar up to a Reynolds number of 
1000-1200. In this range, the experimentally determined transfer 
coefficients for the corrugated wall channel are only moderately larger 
than those for a parallel-plate channel. The situation is quite different 
at higher Reynolds numbers, for example, Re = 6000-8000. If average 
turbulent Sherwood numbers for a smooth wall channel are evaluated 
from the Dittus-Boelter equation and compared with the present 
measurements, it is found that the corrugated wall results exceed 
those for the smooth channel by nearly a factor of three. This indicates 
that wall corrugations can serve as effective augmentation devices for 
low-Reynolds-number turbulent flows. 
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Heat and lass Transfer in Rotary 
Heat Exchangers With 
Nonhygroscopic Rotor iaterials 
Heat and mass transfer in rotary heat exchangers with nonhygroscopic rotor materials 
have been investigated. A numerical method of the finite-difference type is applied to the 
steady-state performance under conditions of finite rotational speed and finite longitudi
nal heat conduction. Temperature and absolute humidity distributions are calculated 
for a set of rotary heat exchanger parameters typical in air conditioning, and temperature 
and humidity efficiencies are evaluated for different inlet air conditions. 

Introduction 

This study of rotary heat exchangers with nonhygroscopic rotor 
materials is concerned with the heat and moisture recovery for air 
conditioning. However, the results may be applicable to rotary heat 
exchangers in other fields. The exchanger consists essentially of a rotor 
matrix, comprising a set of passages, through which hot and cold fluids 
flow in separate parts of the rotor. The heat given up to the rotor 
surfaces from the hot fluid is stored in the rotor material during the 
rotation of the rotor, and is subsequently transferred to the cold fluid. 
The heat transfer in rotary heat exchangers has been analyzed by 
several authors [1-4]1 in connection with gas turbine-regenerator 
applications. In particular, the steady-state behavior has been treated 
[3] in respect to both finite rotational speed and finite longitudinal 
heat conduction in the solid. 

In this paper simultaneous heat and mass transfer are analyzed for 
nonhygroscopic rotor materials and the problem is described for the 
air-conditioning case. Thus, the moisture of the exhaust air is trans
ferred by condensing on the rotor surface, when the surface temper
ature falls below the inlet dew-point temperature of the exhaust air. 
The condensed water vapor then follows the rotor to the supply air 
side, where it is evaporated into the supply air. If the surface tem
perature falls below the ice-point temperature also, the moisture is 
deposited on the surface as frost and is sublimated on the supply-air 
side. The used method, based on the heat and mass transfer analogy, 
gives satisfactory results for the air-conditioning case, since the mass 

1 Numbers in brackets designate references at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
September 7,1976. 

transfer rate is low. The heat and mass transfer rate equations result 
in two first-order ordinary differential equations, and the energy 
balance results in a parabolic second order partial differential equa
tion. The parabolic equation, represented by the Crank-Nicholson 
finite-difference scheme, is solved by the Gauss-Seidel iterative 
method. The calculation method is applied to the steady-state be
havior including finite rotational speed and finite longitudinal heat 
conduction. 

Governing Equations 
The governing differential equations for the simultaneous heat and 

mass transfer in a rotary heat exchanger with a nonhygroscopic rotor 
material will be given with the following idealizations: 

1 The thermal resistance of the rotor material is infinite in the 
tangential direction, finite in the fluid-flow (axial) direction and zero 
in the radial direction. 

2 The thermal properties of the two fluids and of the rotor ma
terial are constant with temperature and time. 

3 No mixing of the fluids occurs either as a result of direct leakage 
or carry-over. 

4 The heat and mass transfer coefficients between the fluids and 
the rotor matrix are constant with flow length. 

5 The fluids pass in counterflow directions. 
6 The inlet temperature and humidity distributions of the fluids 

are uniform over the flow-inlet cross sections and constant with 
time. 

7 The transferred water vapor is condensed and evaporated at 
the same cross section, viewed in the fluid-flow direction. 

8 The heat capacity of the two fluids and of the condensed water 
vapor or frost is negligible in comparison with the heat capacity of the 
rotor material. 

9 The energy change of the water vapor during its transport 
through the boundary layer is neglected. 
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10 Regular periodic conditions are established for all matrix el
ements; i.e., steady-state operation. 

On the basis of these idealizations a set of differential equations 
can be expressed for the hot-fluid side (similar equations can be ex
pressed for the cold-fluid side). 

The heat-transfer rate equation is 

Ch 
dth ( M ) h 

dy L 

The mass-transfer rate equation is 

(th ~ tr) 

Wh 
dxh _ (0xA)h 

dy L 
(Xh ~ Xs) 

The energy balance is 

WH^ + MH-
dy 

imrcr dtr d2tr 

~ ( ~ — — - k A k . i i -L dr ' dy2 

where the melting heat of the frost is represented by 

dxh 

dy 

dxh 

(1) 

(2) 

(3) 

Mh = nWh- for trh < 0°C, 

Mh^-n | Wh dr fort, 
J o dy 

0°C, 

Affc = 0 for trh > 0°C 

The enthalpy derivative for moist air is expressed by 

dih 

dy 

dth , dxh 
•cph~ + ro — 

dy dy 
(4) 

where cph = cpa + XhCpu is assumed to be constant with Xh = (xhi + 
Xfc2)/2. The results are given for cpa = 1.005 kJ/kg-°C for dry air, cpu 

= 1.86 kJ/kg-°C for water vapor, r0 = 2.500 kJ/kg and r; = 333 k j / 
kg. 

The absolute humidity of the air at the rotor surface is related to 
the surface temperature. When this temperature is below the dew-
point temperature of the air, condensation will occur and when it is 
below the ice-point temperature too, frosting will occur. In both cases 
the air at the surface will become saturated. The saturation absolute 
humidity is obtained from 

xa = 0.62198-
Patm Pus 

"Typical element 

Fig. 1 Illustrative rotor arrangement 

where the saturation pressure pm over liquid water for the tempera
ture range of 0 to 100° C and over ice for the range of -100 to 0°C is 
determined according to Goff formulas [5]. 

Calculation Method 
The governing differential equations are solved by a finite-differ

ence method. The rotor matrix shown in Fig. 1 can be subdivided into 
a finite number of elements, as indicated schematically in Fig. 2. A 
typical element (i, j) on the hot-fluid side is shown in Fig. 3. Although 
Fig. 1 is an axial-flow type exchanger, typical elements can be selected 
in the same way for a radial-flow type exchanger. It is apparent from 
Fig. 3 that each of these elements can be regarded as a cross-flow ex
changer with an air stream and a "rotor stream." 

For the element (i, j) on the hot-fluid side, the heat transfer rate 
equation (1) is represented by an ordinary central difference 
scheme > 

thU, j) -t„{i+ 1, j) = T ^ T A^.av('> J) (5) 

where the mean temperature difference between the air and the rotor 
matrix is assumed as the arithmetic mean value according to 

Ath,av(i, j) = - [thd, j) + th(i+ 1,;')] - - [trhd, j) + trh(i, j + D] 

• N o m e n c l a t u r e . 

A = heat-transfer area on one side, m2 

Ak = cross-sectional area for longitudinal 
heat conduction on one side, m2 

Ak.t = total cross-sectional area for longitu
dinal heat conduction, Ak,c + Ak.h, m 2 

cp = specific heat of fluid (at constant pres
sure), J/kg dry gas-°C 

cr = specific heat of rotor matrix, J/kg-°C 
C = heat capacity rate of fluid, Wcp, W/°C 
Cr = heat capacity rate of rotor matrix, 

mrcrn, W/°C 
h = heat transfer coefficient, W/m2-°C 
i = enthalpy of fluid, J/kg dry gas 
k = thermal conductivity, W/m-°C 
L = flow length, m 
mr = mass of rotor matrix, kg 
n = rotational speed of rotor, r/s 
N = number of subdivisions 
p = pressure, Pa 
Patm = atmospheric pressure, Pa 
ro = latent heat of vaporization, J/kg 
r,- = melting heat, J/kg 
R = thermal resistance, °C/W 

t = temperature of fluid, °C 
At = temperature change in passing through 

exchanger, °C 
tr = temperature of rotor matrix, °C 
U = overall heat transfer coefficient, 1/(A/ 

(hA)c + AI(hA)h), W/m2-°C 
IV = mass flow rate of fluid, kg dry gas/s 
Ww = mass flow rate of drainage liquid, 

kg/s 
x = absolute humidity of fluid, kg vapor/kg 

dry gas 
y = flow length coordinate measured from 

hot-fluid inlet 
|8X = mass transfer coefficient, kg vapor/ 

m2-s-Ai 
<P = relative humidity of fluid, Pulpus 

T = time, s 
(*> j) = typical element on hot-fluid side 
(/, g) = typical element on cold-fluid side 

Nondimensional Parameters 

rit = temperature efficiency, At/(t/u - t c l) 
i\x = humidity efficiency, Ax/te^i - xci) 
Cc/Ch = capacity rate ratio of fluid streams 

capacity rate ratio of rotor matrix 
to minimum fluid capacity rate 

N(U|o = overall number of transfer units, 
UA/Lmin 

(hA)+ = thermal resistance ratio, (hA)c/ 
(hA)h 

Ak+ = conduction area ratio, Ak.dAk.h 
A = total conduction parameter, kAu.tl 

(LC mjn) 
0 = mixing parameter, h/{f)xcp) 

Subscripts 

1 = inlet 
2 = outlet 
a = air 
av = average 
c = cold fluid or cold-fluid side 
h = hot fluid or hot-fluid side 
mm = minimum 
r = rotor matrix 
s = saturation 
v = water vapor 
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{Nr,Nc + V 

Fig. 2 Schematic representation of a rotary heat exchanger 

Similarly, the mass transfer rate equation (2) is represented by 

(hA)h 1 
Xhd, J) ~ Xhd + 1,;') = 7^77— A*A,av(».7) 

M, w 

(6) 

fA (hi) 
— o — 

a» 6 » 

dT = l IfnNfJ 

trh (i, i + V ^ 
O — - B" k^ 

XshV'i) ^Kav^i) xsh(i,j + V 

th (i+U) 
-o 

xh(i+hj) 

Fig. 3 Typical element (/, / ) on the hot-fluid side 
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where the mean difference between the absolute humidity in the air 
and at the rotor surface is assumed to be 

A*/,,avO',;') = - [xhti, j) + Xhd + i,;')] - - [xshd, j) + xsh{i, j + l)] 

and 4> = hl(fSx
cp) is the mixing parameter. The Lewis relation 0 = 1 

is assumed to be valid for the water-air mixture. Reference [6] gives 
more details about the mixing parameter for different mixtures. 

The energy balance (3) together with the enthalpy expression (4) 
is represented by the implicit Crank-Nicholson scheme 

thd, j) ~ thd + 1,;') + —\xh(i, j) -xh(i+ 1,;)] + Mh 
Cph 

CrNhl 

ChNr 
[trh(i,j+ 1) -trhUJ)] 

kAk>hNr 

LC/,2 
[trh(i + 1,;) + trh(i - l,j) - 2trh(i,i) 

+ trh(i + W + 1) + trh(i - \,j + 1) - 2trh(i,j + 1)] (7) 

where the melting heat of the frost is represented by 

Mh = 0 for 0 « t^ d, j) < trh d, j + 1), 

Mh = - — J L [xh(i, k) - xh(i + 1, k)] 
Cphk=l 

for trhd,j)<0*Ztrhd,j+ l), 
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Mh = — Uh d, j)-xh(i+ 1,;')] for trh (i, j) < trh (i, j + 1)< 0 
Cph 

Similarly, equations for the heat transfer rate, the mass transfer 
rate and the energy balance can be expressed for the element (f, g) on 
the cold-fluid side. 

The boundary conditions are as follows: 
For the inlet on the hot-fluid side 

th(l,j) = thh j=l,2,Nh 

xh(l,j) = xhh j=l,2,Nh 

For the inlet on the cold-fluid side 

tc(l,g) = tci, g=l,2,Nc 

xc(l,g)=xci, g=l,2,Nc 

On the cold-rotor seal 

trhU, 1) = trAf, Nc + 1), i= 1,2, Nn 

f = Nr+l-i 

which means that the left edge in Fig. 2 is physically the same as 
the right edge. This will later be referred to as the reversal con
dition. 

On the hot-rotor seal 

trAf, 1) = trhU, Nh + 1), f=l,2,Nr, 

i = Nr+l-f 

The longitudinal heat conduction is zero at the ends of the rotor 
in fluid-flow direction, i.e., 

trh(0,j) = trh(l,j), j=l,2,Nh 

trh (Nr +l,j)= trh (Nr, j), j = 1, 2, Nh 

trAO,g) = trAhg), g=l,2,Nc 

trANr + 1, g) = trANr, g), g=l,2,Nc 

The moisture transfer during one rotor revolution proceeds as 
follows. The water vapor in the hot exhaust air condenses on the rotor 
surfaces, when the matrix temperature trh(i, 1) is lower than the inlet 
dew-point temperature thd of the exhaust air. Since the matrix tem
perature trh (i, j) at a certain cross section of the matrix (row i) in
creases during the rotation on the hot-fluid side (increasing ;'), the 
condensed water vapor begins to evaporate already on the hot-fluid 
side as soon as trh(i, j) exceeds thd- On the other hand, if trh(i, j) is 
lower than thd during the whole hot-fluid period, the condensed water 
vapor will begin to evaporate at first on the cold-fluid side. Thus, the 
moisture transfer is determined by the condensation on the hot-fluid 
side, as long as the supply air is able to absorb all the condensed water 
vapor. Assuming that the condensed water vapor evaporates at the 
same cross section (viewed in the fluid-flow direction) as it condensed, 
the following conditions for the moisture transfer can be ex
pressed. 

The evaporation on the hot-fluid side is limited by the condensa
tion 

1 I I-J.1 k\< fotj = l,2,Nh 
~ L Xh(l+ l,k)^Xhl , . „ ^ 
j A=i a n d J = 1, 2,Nr. 

The evaporation on the cold-fluid side is limited by the net con
densation on the hot-fluid side 

•Jr L M / +1,k) -xAf,k)} ^~Z [xh(i, j)-xh(i + i, j)} 
Nc k-i Nh j=i 

forg = l,2,iVc, 

i = l,2,Nr 

and/ = ATr+ 1 - t 

If the matrix temperature is lower than the ice-point temperature, 
the moisture in the exhaust air is deposited on the rotor surface as 

frost instead of liquid water. If the matrix temperature exceeds the 
ice-point temperature during the rotation on the hot-fluid side, the 
frost will melt and the liquid water will begin to evaporate on the 
cold-fluid side. However, if the matrix temperature is cooled below 
the ice-point temperature during the rotation on the cold-fluid side, 
the liquid water will freeze and the frost will sublimate instead of 
evaporate. 

When the humidity of the exhaust air is very high and/or the 
temperature of the supply air is very low, the supply air will become 
saturated and will not be able to absorb all the moisture deposited on 
the rotor surface in the hot-fluid period. A water surplus will thus 
result in the rotor, and this water will be drained away, unless it is 
frozen during the whole revolution. The energy of this drainage has 
been neglected in the theory discussed previously, which is evident 
from expression (4). The water surplus for the whole rotary heat ex
changer can be expressed as 

Ww = Wh(Xhl ~ *h2,av) ~ Wc(xc2,Bv ~ *cl) 

The water surplus will remain frozen during the whole revolution 
at the cross section of the matrix (row i), where the matrix tempera
ture is lower than the ice-point temperature during the whole revo
lution, i.e., trh(i, Nh + 1) < 0°C. This limit, at which frost will begin 
to be built up, is referred to as the frosting limit. The theory given in 
this paper does not cover the transfer process at which frost is built 
up. 

The ordinary nondimensional parameters in this field defined on 
the minimum and maximum heat capacity rates cannot be used, since 
we have to distinguish between the hot and cold fluids. The mass 
transfer rate depends on the rotor surface temperature, and the ab
solute humidity of the air at the surface is not linear with the surface 
temperature. Thus, the nondimensional parameters are chosen as 
follows 

CJCh, C/Cmin, Ntu,0, A, (fcA)+ Ak
+, 4, 

The temperature and humidity efficiencies of the heat exchanger are 
defined as 

Vzh : 
Zh\ ~ Zft2,av 

Zfel - Zcl 
Vzc =~ 

Zc2,a' "Zcl 

ZftI - Zcl 

where z stands for t and x, and the average values for Zht and zC2 
are 

Z2,av = - L z{Nr+l,k) 
Nk-i 

The finite-difference equations are solved for t(i + 1, j), x(i + 1, 
;') and tr(i, j + 1) and are given in the Appendix. The calculation 
method becomes iterative and the Gauss-Seidel method is used. After 
each iteration, an energy balance is made and before a solution is ac
cepted for a particular set of parameters, the energy balance error 
together with the reversal condition must be satisfied to a specified 
accuracy. The energy balance error is determined from the difference 
between the hot-fluid and the cold-fluid enthalpy changes compared 
to the hot-fluid enthalpy change. 

The accuracy of the calculated efficiencies by this method depends 
on the error criterion as well as on the number of subdivisions. The 
error of 0.005 percent for both convergence conditions, together with 
the number of subdivisions Nr = Nh- Nc = 16, gives the calculated 
efficiencies good to four significant figures. As an example, the tem
perature efficiency for the parameter values without mass transfer 

CJCh = 1, Ntu,0 = 5, Cr/Cmin = 5, A = 0, {hA)+ = Ak
+ = 1 

becomes rjt = 0.8289, which agrees completely with the data given in 
[3]. 

Calculated Results 
In order to study how mass transfer influences heat transfer, the 

temperature distribution has been calculated with and without mass 
transfer for these parameter values and the following inlet air con
ditions: 

Inlet air temperatures thi = 20°C, tci = -10°C and inlet absolute 
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humidities in the case of mass transfer Xhi = 0.00427 kg/kg (iphi = 
0.30), xci = 0.00127 kg/kg (<pci = 0.80) for atmospheric pressure p a t m 

= 101.3 kPa. 
The temperature efficiencies in the case of no mass transfer become 

Vth = Vtc = 0.8289, while in the case of mass transfer the efficiencies 
are somewhat decreased to 0.8222. From Fig. 4, it is clear that the 
maximum temperature change of the rotor matrix over one rotational 
period increases in that part of the rotor matrix, where moisture is 
transferred. This is understood by the fact that the latent heat, which 
is released on condensation on the hot-fluid side, is picked up by the 
rotor and is transferred to the cold-fluid side, where it is expended 
in evaporating the condensate. Thus, the rotor must not only transfer 
the sensible heat but also the latent heat. If the moisture is trans
ported as frost on the rotor surface, the rotor must transfer the melting 
heat too. The hot-air and cold-air temperatures for these cases are 
shown in Figs. 5 and 6 as a function'of the flow length and the rota
tional periods as parameters. The cyclic temperature fluctuations are 
shown in Fig. 7. 

The humidity efficiencies in the case of mass transfer become i\xh 
= 0.5631 and i\xc = 0.5617 with the mass-flow rate ratio Wc/Wh = 
(Cc/ChHcph/cpC) = 1.0025. Fig. 8 illustrates that the hot air begins 
to give up its moisture at about y/L = 0.5 where, according to Fig. 4, 
the matrix temperature is 1.75°C which correspond to the inlet 
dew-point temperature of the hot air. Since the matrix temperature 
increases during the hot-fluid period, some of the condensed water 
vapor evaporates already during that period. Fig. 8 also shows that 
the cold air absorbs most of the moisture deposited on the rotor sur
face as water or frost in the beginning of the cold period, as the matrix 
temperature in that part is high. In this case, all the moisture is ab
sorbed by the cold air before the cold-fluid period is finished, which 
is clearly shown by Fig. 9. 

In Fig. 10 the temperature and humidity efficiencies are given for 

Cc/Ch = l-Ntu,o'5. Cr/Cmin = 5, A = 0, (hA)+ = Ak+=-\ 
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typical different inlet values in air conditioning. It is seen that the 
humidity efficiencies increases with decreasing inlet temperature of 
the cold air and with increasing temperature and humidity of the hot 
air. It also appears that no water surplus (rjxc < JJX/,) is obtained 
without building up frost for the given inlet hot-air conditions except 
for thi = 24°C and fhi ~ 0.40. The frosting limits, which are marked 
in the figure, indicate that frost is built up for lower inlet cold-air 
temperatures. Furthermore, we note that the temperature efficiency 
here is very little influenced by the moisture transfer, as the rotor heat 
capacity is high. For lower rotor heat capacities the temperature ef-
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ficiency is more influenced by the moisture transfer, which is shown 
in Fig. 11. However, the humidity efficiency decreases faster than the 
temperature efficiency for decreasing rotor heat capacity, which may 
be useful in cases where low moisture transfer is desired. The frosting 
limit is at the same time moved to lower inlet cold-air tempera
tures. 

C o n c l u s i o n s 
The numerical method used to calculate heat and mass transfer in 

rotary heat exchangers with nonhygroscopic rotor materials is com
pletely general for the problem of steady-state performance in respect 
to fluid and matrix capacity rates, heat and mass transfer coefficients, 
transfer areas, longitudinal heat conduction, and inlet air condi
tions. 

The moisture transfer influences the heat transfer due to the fact 
that the maximum temperature change of the rotor matrix over a 
rotational period increases when moisture is transferred, since not 
only the sensible but also the latent heat and melting heat, if any, niust 
be transferred by the rotor. 
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Fig. 11 Temperature and humidity efficiency for different rotor heat ca
pacities and different inlet conditions 
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The humidity efficiency increases with decreasing inlet cold-air 
temperature and with increasing inlet hot-air temperature and hu
midity. However, it is limited by the risk of frost formation. 
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Appendix 
The equations (5), (6), and (7) for the hot-fluid side can be ex

pressed in the following equation system: 

thii + W ) = Blth(i,j) + B2 [trhVJ) + trhd.j + D], 

XhU+ l , j ) =B3xh(i,j)+B4[xsh(i,j) + xsh(i,j+ D], 

trh(i,j+ 1) = B6th(i, j) + Be[xh(i, j) - Xh(i + 1, j)]r0/cph + B^4h 

- Bntrh(i, j) + BsltrhU ~ 1, ;') + trh(i ~ 1, j + 1) 
+ trhtt+Xj) + trh(i+l,j+l)] 

where 

S i = (1 - Ci)/(1 + Ci), B2 = Ci/(1 + d ) , 

Bs = (1 - C2)/(l + C2), B4 = C2 /( l + C2), 

S 5 = 2CyC6 , B 6 = (1 + CJ/Cz, 

Bn = [Ci + (1 + C!)(2C4 - C3)]/C5, Bs = (1 + CdCJCr„ 

and 

n (hA)h l Cmi-M r , . i i 

c _ (PxA)h _ Ci 
2 2NrCh <f ' 

C _NhCr_NhCmin Cr 

3 NrCh Nr Ch C m i n ' 

= kAkih Nr = Nr Cmin 1 
4 LCh 1 2 Ch l + Ak+' 

C5 = Ci + (1 + Ci)(2C4 + C3) 

Similarly, the corresponding equations can be expressed for the 
cold-fluid side. 
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A Mathematical Solution for Gas-
to-Sorface Radiative Exchange 
Area for a Rectangular 
Parallelepiped Enclosure Containing 
a Gray Medium 
T/xe transfer of heat in a gas filled enclosure can be calculated by the zone method put for
ward by Hottel and Cohen [1, 2].l For a shape which can be divided into cylindrical or 
cubic zones, tabulated and graphical data on exchange areas are available, however, in
sufficient data exist for subdivision into rectangular zones. The present contribution pro
vides a mathematical solution for the gas-to-surface exchange area between a rectangular 
parallelepiped gas volume and an adjacent face. The rules for manipulating and scaling 
of exchange areas are reviewed, and their application to the zoning of a rectangular fur
nace chamber into concentric rectangular volume elements is demonstrated. 

Introduction 

Radiative transfer between emitting and absorbing gas volumes, 
and bounding surfaces, of various geometrical shapes occurs in many 
instances of practical importance in industry, notably where the gas 
contains significant quantities of water vapor and carbon dioxide at 
elevated temperatures. This applies particularly to combustion 
chambers where heat transfer is dominated either by radiation from 
nonluminous gas, or gas with soot, char or ash particles in suspension. 
A suitable method for the calculation of radiative heat transfer in 
these situations is the zone method of Hottel and Cohen [1, 2]. 

In the basic zone method the gas-containing enclosure is divided 
into a number of gas and surface zones, each of which is assumed to 
be at constant temperature and to have uniform radiating properties. 
An energy balance calculation is carried out on all gas and wall zones 
simultaneously, to solve for unknown radiative fluxes and tempera
tures. For the full details of this method the reader is referred to [1, 
2j. Of fundamental importance in this calculation are the direct ex-

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
March 22,1976. 

change areas which specify the energy transfer by direct radiation 
between zones. Hottel and Cohen provide graphical data on exchange 
areas, for enclosures which can be divided into cuboid zones, while 
for cylindrical enclosures Hottel and Sarofim provide numerically 
derived tables, from the work of Erkku [7]. For cartesian zoning other 
than cubic there are no data available for direct use with the zone 
method, although Oppenheim and Bevans [3] have presented a 
scheme whereby the quadruple integral representing exchange be
tween rectangular surfaces, either at right angles or parallel, through 
an absorbing medium, is reduced to the sum of single integrals. For 
a linear absorption law the integration was carried out by Dunkle [4] 
who obtained a completely analytical result. Dunkle's surface-to-
surface exchange areas may be manipulated to produce gas-to-surface, 
or gas-to-gas exchange areas for the optically thin limit. However, an 
exponential rather than a linear absorption law is required in Hottel's 
method of simulating real gas absorption by means of a hypothetical 
gray gas mixture [2, 6, 8]. 

The current contribution gives a solution for the "gray gas-to-
surface exchange area" for a rectangular parallelepiped gas volume 
and an adjacent face, in terms of elementary functions and single 
integrals, which can be readily evaluated by computer. This solution 
is compared to Hottel and Cohen's [1,2] data for cubes and its limiting 
behavior checked against results of Port [2] and Dunkle [4], in the 
optically thin limit, and against a solution for an infinitely long rec
tangular prism by Mikk [5]. The present paper also reviews the rules 
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for manipulating exchange areas and demonstrates the usefulness of 
the new solution in the zoning of a rectangular furnace in terms of a 
series of concentric rectangular slices. 

B a s i c E q u a t i o n s 
The exchange area representing gray gas to black surface exchange 

is defined by the following multiple integral [2]: 

gs 
J A Jv 

Ke-«r cos0/(«-2) dVdA (1) 

where V is the gas volume and A the receiving face. The surface-to-
surface exchange area sis, and gas-to-gas exchange area gg, have 
similar integral definitions. However, it is generally not necessary to 
solve all three types, because energy conservation laws for enclosures 
comprising surfaces and gas volumes in radiative equilibrium, 
namely 

and 

2ss + Xgs = A 

Sgs + 2gg = 4KV 

(2) 

(3) 

may be used for calculating gs from ss, and gg from gs, respectively 
[2]. 

To integrate equation (1), the integration over the rectangular 
parallelepiped volume V was done by hemispherical shells. The order 
of integration was chosen such that shell surface elements were first 
combined with the cos0 to produce projections onto the base plane, 
followed by double integration over A, and the integration with re
spect to r was left till last. The full solution is given in the Appendix 
at the end of this paper and further details on the method of inte
gration are contained in a report by the Author [9]. 

Results and Discussion 
The solution given in the Appendix was used for computing the 

dimensionless gas-to-surface exchange area parameter \p = gs/KV for 
rectangular parallelepiped gas volumes and adjacent surfaces over 
a wide range of side length ratios and for various K, These results are 
presented in Fig. l ( a ) - l (d ) . When c ^ 1, the scaling law, given by 
equation (9) in the following, may be used for calculating gs from these 
figures. 

Fig. 1(a) shows a comparison of the present results for K = 0, with 
those from two other sources. The first one is an exact solution derived 
from results by Dunkle [4] for surfaces placed parallel and at right 
angles in a medium with a linear absorption law. By substituting the 
first few terms of the exponential series for exp(—kr) in the multiple 
integral for surface-to-surface exchange through a gray medium and 
by standard analysis, with the aid of equation (2), it may be shown 
that the optically thin limit is given by, 

where Zp and Zr are the exact solutions given by Dunkle [4], for sur
faces placed parallel and at right angles in a linearly absorbing me
dium. The other data is by Port [2], who used a Gaussian double in
tegration. All three results are in excellent agreement, except below 
b = 0.2 where Port's results deviate slightly from the other two. By 
using large values of side length ratio, Port's results for a - • «> were 
reproduced accurately by the other two methods. 

The results given in Fig. 1(6), 1(c), and 1(d), for K ^ 0 also include 
curves for o - • °°, derived in the same way, from the current solution. 
These were compared to an approximate solution by Mikk [5] for an 
infinitely long rectangular enclosure, containing a gray medium with 
K = 1. For other K the scaling law, equation (9), was used. For K = 
1 and 2, the maximum discrepancy between Mikk's and the present 
curves is below 1 percent, and for K = 0.5, it is around 2 percent in the 
range b = 1-5, and less elsewhere. Thus the agreement is well within 
the 3 percent accuracy claimed by Mikk. 

Fig. 2 shows the variation of (gs)b with KB for a gas cube radiating 
to all its faces, comparing the present solution with that determined 
graphically by Hottel and Cohen [2]. In the technically important 
regime below K = 1, the discrepancy does not exceed 3 percent, 
however, for larger K it increases to above 10 percent. The optically 
thick approximation, equation (A14) was used to investigate this 
discrepancy. In terms of the optically thick approximation, the plotted 
parameter is given by 

(gs)b/4KB3 « 3/2KB - (4 - 3/2KB)/(KB)2* (5) 

4> o = Zp + 2(Zri + Zr2) (4) 

Fig. 2 shows that there is good agreement between the computed curve 
and this approximation from KB ca 2 onwards. A lower order ap
proximation is given by the first term of equation (5), i.e., by 3/2KB. 
This approximation is also plotted in Fig. 2 and it appears to coincide 
with Hottel and Cohen's curve from K ea 7 onwards. 

Figs. 3 and 4 show further comparisons between data by Hottel and 
Cohen [1, 2] and present data on exchange areas between cubes and 
squares and cubes and cubes. This data was generated by manipu
lating the results from the basic solution in accordance with the ex
change area algebra given later. The present data is based on the 
computed (gs)b, whereas Hottel and Cohen's data would have been 
based on their values of (gs)b as shown in Fig. 2. Hence, one would also 
expect that there would be discrepancies in the comparisons shown 
in Figs. 3 and 4. The largest discrepancy can be seen to exist in Fig. 
3, for the 2,2,1 case, where a cube radiates to a square in its base plane, 
diagonally opposite its base. Here Hottel and Cohen's curve is ap
proximately 10 percent low at K = 0.4 and 20 percent low at K = 1. 
As this curve is calculated by difference between the result for a 2 X 
2 X 2 cube radiating to its base and four unit cubes radiating to their 
own base and two adjacent squares, any error in the basic method 
would have been aggravated. 

E x c h a n g e A r e a A l g e b r a 
The method of deriving gg from gs is to apply equation (3) to a 

• N o m e n c l a t u r e . 
A = receiving face area 
a, b = side lengths of receiving face 
B = cube edge length 
c = scale factor, volume height 
E = emissive power 
En (r) = exponential integral of rath order 
g(r) = geometrical function 
gg = gas-to-gas direct exchange area 
gs = gas-to-surface direct exchange area 
(Ss~)b = ditto, with respect to all faces of a 

cube 
K = gray gas absorption coefficient 
n = total number of zone levels in furnace 
Q = rate of radiative heat transfer 
r = radial coordinate 

Tab, rac, rbc = constant radial coordinates, /•„(, 
= (a2 + 62)1/2, etc. 

rmax = maximum radial coordinate, = (a2 + 
fc2 + c2)l/2 

~ss = surface-to-surface exchange area 
Sb, Sw = base and wall surface zones 
t = zone height 
V = rectangular parallelepiped gas volume 
Vc, V0 = central and outer furnace volume 

zones 
x = vector specifying geometry of a radiating 

volume (a, b, c) 
z = dimensionless mean beam length pa

rameter 
p = radius, (r2 - c2)1/2 

<t> = generalized direct exchange area between 
zones in a system 

i/< = dimensionless direct gas-to-surface ex
change area, gs/(KV) 

\po = optically thin limit of \p 

Subscripts 

1, 2 , . . . , 6 = volume or zone number 
i, j = level number 
k = type of exchange area 
Z = separation index 
x, y, z = faces normal to x, y, and z axes 
p = parallel rectangles 
r = perpendicular rectangles 
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Fig. 1 Dimensionless exchange area between rectangular parallelepiped 
volume a X b X 1 and face a X 6 

single rectangular parallelepiped gas volume, and compute a "self 
exchange area" as follows 

4KV - 2 f e s u + gsh2 + gsh3) (6) 

The rules for combining exchange areas of either type are based on 
the distributive properties of the defining integrals, and on the laws 
of reciprocity (£12 = <fei, and the Yamauti principle [2], which is a 
consequence of the conservation laws, equations (2) and (3). For two 
volumes the combined self exchange area is given by 

?1,1 + SS2.2 + '• (7) 

which provides a means of computing the "cross exchange area"ggi]2. 
Similar equations hold for combining two sets of gs or ss, providing 
reciprocity or the Yamauti principle applies. 

Journal of Heat Transfer 

1 2 4 

Fig. 2 Dimensionless exchange area between a cube and all Its faces 

For exchange between each of two volumes and a common third 
volume, the combination follows a straight application of the dis
tributive law, viz., 

: ggl.S + gg2M (8) 

The same law applies to exchange between two volumes and a 
common surface, or two surfaces and a common third surface. 

The scaling law which applies to all geometrically similar volume-
surface combinations follows from the integral definition of gs, 
equation (1): 

HK, x) = c2gs(cK, x/c) (9) 

where c is a scale factor and x specifies the geometry of the system, 
i.e., for a rectangular parallelepiped volume it is convenient to specify 
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Fig. 3 Exchange area between cubes and squares 
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Fig. 4 Exchange area between cubes and cubes 

n 0 2 (U 0-6 0 8 
KB -

the sides of the receiving face by the first two components of x, and 
its height by the third. The scaling law also applies to ~gg or ss. 

The application of these rules for manipulating exchange areas is 
best illustrated by an example. Fig. 5 shows a section through a rec
tangular furnace divided into n slices each containing a concentric 
pair of volume zones. The exchange areas for this type of configuration 
can be derived from eighteen basic gas-to-surface exchange areas, 
corresponding to six volumes defined by the rectangular areas ABCD, 
ebhD, abed, eagD, fchD and fdgD, each of height t, denoted by sub
scripts 1-6, with receiving faces denoted by subscripts x, y, and z, 
according to the direction of their normals. 

They are: 

gs(Vc, S,„) = 2(gS2x ~ gS4x ~ gS5x + gSflx . 

+ gS2y - gS4y ~ fSflv + gSfiy) (10) 

mVo, SJ = 2(gslx + gsly) - gs(Ve, S,„) (11) 

gs(Vc, Sb) = p 2 z - gs4z - I«s* + ?Sfi2 (12) 

gs(V0,Sb)=gsu-gs(Vc,Sh) (13) 

gg( Vc, V0) =gg~2-ggz-gg4- ggr, + gga (14) 

M Vo, Vo) =g§i-mz- 2gf( Vc, Vo) (15) 

gg(Vc, Vc) = ggz (16) 

Exchange areas between zones at different levels in the furnace are 
obtained by computing these seven factors for all heights t, 2t,. . . nt, 
and by application of equation (7) to compute cross exchange areas 
between the first level and the combined zones above the first, up to 
(i - 1) and also up to the ith. The direct exchange areas between the 
first and the ith level zones are then obtained by subtraction of these 
two results from one another in accordance with equation (8). For 
uniform spacing of levels, the direct exchange areas between the first 
and the ith level, apply to any pair of levels, (i — 1) levels apart, and 
may be designated </>/,,z where k denotes the type and Z the separa
tion. So that in an energy balance on a zone at the ;'th level, the direct 
transfer from all other zones in the system, of type k, is given by 

A 

1 

a 

d 

y< 

Vo 

v 
vc 

, 

b 

c 

B 

X 

D g " h C 

Fig. 5 Furnace cross-sectional zoned as two concentric rectangles 

C o n c l u s i o n s 
A new mathematical solution for calculation of direct radiative 

exchange areas for rectangular parallelepiped enclosures containing 
gray gas, for use in zonal radiative analyses has been presented. This 
new method offers the following advantages: 

(a) subdivision into zones other than cubes; 
(b) greater accuracy and versatility; 
(c) use of computer subroutines rather than graphical data; 
(d) reduced computing time and core storage space. 

Inter-zonal direct gas-to-gas, and gas-to-surface exchange areas for 
a subdivided enclosure, such as a furnace, can easily be derived from 
the basic solution using exchange area algebra. 
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APPENDIX 

I n t e g r a t i o n of E q u a t i o n (1) 
It has been shown by Hottel and Sarofim [2] that the integration 

of equation (1) by hemispherical shells allows the multiplicity of the 
integral to be reduced effectively from quintuplet to triple order, 

2*,./ - E 0A,(|j-;'| + l) -Ei (17) gs= C Crm"s(.r)Ke-KrdrdA 
J A Jr=0 

(Al) 
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where g(r) is a geometrical function representing the projections of 
the hemispherical shells within the emitting volume, onto the re
ceiving plane, all divided by m-2. From here on Hottel proceeded by 
graphical integration, whereas in the present work g(r) was expressed 
in terms of equations of circular segments which were double inte
grated analytically over A. The final integration with respect to r was 
complicated by the introduction of the exponential factor, and did 
not yield an entirely analytical result. However, the parts which had 
to be evaluated numerically were limited to three types of exponential 
integrals, i.e., the standard one, 

E, n(r) = - j""rne-Krdr 

and two others, viz. 

En,P.a(n, r2) = f r V [ l - (alr)Ye-Krdr 

(A2) 

(A3) 

and 

J»T2 
(p/r)2arccos(a/p)e~Krdr (A4) 

ri 
The complete solution is given by 

gs = K[G0 -H0- (2U)(GX + Gy - Hx - Hy) 

+ (4M(Gxy - Hxy)] (A5) 

where 

Go = ablE^rab) - Eo(0)] + (a2b2h)[E-2(rmBX) - E-2(rab)] (A6) 

Gx = (26/3)[£1(ra6) - £ i ( 0 ) ] + [ab arccos(a/rab) 
-b2 + bV(3rab*)]Eo(rab) - (26/3/f)£o,3/2,„(a, rab) (A7) 

Gy = same as Gx with a and b interchanged (A8) 

Gxy = [a2E0(a) + bmQ(b) - (o2 + 62)£0(rai)]/4 

- [a£i(a) + 6£i(6) - (a + 6)£i(r a 6)] /3 

+ [E2(a) + E2(b) - E2(0) - E2(rab)]/8 

- [a*E-2(a) + b*E-2(b) - (a4 + 64)£_2(roi ))]/24 (A9) 

Ho = ab[E0(rm a x) - E0(c)] - abc 2 [£- 2 ( rm a x ) - E-2(c)\ (A10) 

Hx = (26/3)JEI,3/2,C(C, rmax) - bEiiXi%rac(rac, rmax) 

+ bc2E-i:i/2:rac(rac, ' max ) + (b/3)Ei:3/2:rac(r 
ac> ' "maxJ 

+ abEa(rac, rmax) (All) 

Hy = the (same as Hx with a and b interchanged (A12) 

and 

Hxy = [c2E0(c) + (o2 - c*)E<Arae) + (b2 - c2)E0(rbc) 

+ (c2 - a 2 - b2)E0(rmax)]/A + \E2(rai.) + E2(rhc) 

- E2(c) - E2(rmax) + (c4 - 2a2c2 - a V3)5- z ( r o c ) - c*E-2(c) 

+ (c4 - 262c2 - 64 /3)£-2(r6c) + [2(a2 + b2)c2 

+ (a4 + 64)/3 - c4]£-2(rm a x)!/8 + (amE1Mc{rac, rmax) 

+ (ft/3)Bi,3/2,c (/•(«, ' max ) (A13) 
When K = 0 the foregoing solution is singular in its present form, 

however an optically thin limit oigs/K can be computed from these 
equations, by omitting the factor K in equation (A5), and by replacing 
exp(—Kr) by 1.0 in all exponential integrals. Note that equation (A2) 
must be redefined as a positive proper integral with limits (0, r) and 
that the last term in equation (A7) becomes +(26/3)£i,3/2,a(a, rab). 

An optically thick limit can be derived by inclusion of only those 
terms which arise from the integration limit r = 0, i.e., contributions 
come from equations (A6) to (A9) only, giving 

gsthick = ab - [4(o + b)/3 - UK]/{Kir) (A14) 
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Influence of Substrate Properties on 
the Apparent Emittance of an 
Isothermal Isotropicaliy Scattering 
Medium1 

The apparent directional and hemispherical emittances of an isothermal, isotropicaliy 
scattering, emitting, and absorbing medium that is bounded by a diffusely emitting and 
reflecting substrate has been investigated. The exponential kernel approximation is used 
to develop a closed-form algebraic expression which describes the apparent directional 
and hemispherical emittances as a function of the optical thickness, substrate reflectance 
and emittance, and scattering albedo of the medium. The approximation also provides 
a closed-form solution for the intensity and flux distribution within the medium. Compar
ison, when possible, with exact solutions indicates very good agreement. 

Introduction 

Edwards and Bobco [l]2 examined the directional and hemi
spherical emittances of a finite isothermal medium having a unity 
refractive index that absorbs, emits, and isotropicaliy scatters thermal 
radiation. Crosbie [2] presented expressions that describe the 
asymptotic behavior of these properties in the limits of optically thin 
and thick media. The influence of substrate emittance and reflectance 
either on these properties or on the intensity and flux distribution 
within such a medium has not been reported. The objective of the 
present study is to examine the influence that the properties of the 
substrate have on the properties of the medium and to present an 
approximate but simple, closed-form, algebraic expression which 
describes the apparent emittance as a function of optical thickness, 
substrate emittance and reflectance, and scattering albedo. It should 
be possible to use the results in the interpretation of experimentally 
measured emittance and in the calculation of either heat transfer or 
remote sensing. 

The emittance of a nonisothermal layer has been examined by 

1 Supported in part by the National Science Foundation, ENG 75-06237. 
2 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
October 4,1976. 

Chupp and Viskanta [3] and by Anderson [4]. The influence of re
fractive index has been reported by Francis and Love [5] and by Ab-
rams [6], These studies, however, consider only the case of a non-
scattering medium. 

Formulation 
A finite, isothermal, isotropicaliy scattering planar medium of unity 

refractive index that is bounded by a diffusely emitting and reflecting 
substrate is the subject of our interest. This medium is not subjected 
to external radiation from above. A schematic diagram of the system 
is shown in Pig. 1. 

The following analysis can be applied on a monochromatic basis 
or for a gray medium. The intensity distribution within the medium 
is given by [7] 

I+(T, IX, 0) = /+(0, n, 0) exp ( - T / M ) 

+ £ S(t, T0) exp [-(r - t)/n}dt/n (1) 

and 

I~(T, M, 0) = I~(TO, MI 0) exp [-(TO - T)/IX] 

S(t, T0) exp [-(* - T)/n]dt/n (2) 

in which 

S ( T , TO) = (1 - w)Ib(T) 
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Fig. 1 Schemal 
/ / / ' / / / / / //////-
ic diagram 

+ 2 [ J o ' / + ( T ' M ' *)dM + J T /_(T'M' 0 ) d M ] ' (3) 

The boundary conditions are given by 

7+(0, n, </>) = 0 (4) 

and 

/-(TO,/*,</>) = £ (T 0 ) /7T (5) 

The radiosity, /?(TO), for the diffuse substrate is given by 

R(T0) = tb*h(T) + pb C * C I+(r0,ti,4>)fidnd<t> (6) 
Jo Jo 

The hemispherical emittance, ct, and the reflectance, pb, of an opaque 
substrate are related by 

tb = 1 - Pb (7) 

For a transparent nonemitting substrate, the reflectance and the 
transmittance, Tb, are related by 

Pb = 1 • (8) 

By making appropriate substitutions in equation (3), the source 
function can be expressed as 

S(r, T0)/Ib(T) = (1 - o>)i>(r, T0) 

+ 0>[fl(To)/7r/6(T)]JF(T0 - T, To) (9) 
in which 

* ( T , TO) = 1 + - I *(t , T 0 ) £ I ( 
2 J o 

F(r, T0) = £ 2 ( T ) / 2 + - j F(i , T 0 )^ i ( |T - t | ) r f t (11) 
2 Jo 

and 

7?(r0) = R(ro)Uh(T) 

= U , + 2p6(l - oj) f T ° *(t, T 0 )£ 2 (TO - t)dt I 

1 - 2a>pfc f T° F(T0 - t, .T0)£2(TO -t)dt\ (12) 

The solution to the source function, equation (9), and its use in 
equations (1) and (2) provide the intensity distribution within the 
medium. The apparent directional emittance can be evaluated by 
using 

e(n)=I-(0,n,4>)/h(T) (13) 

and the hemispherical emittance can be evaluated by using 

W = 2 I t(n)nd)x (14) 

The exact solution for the foregoing equations, specifically equations 
(10-12), is lengthy and complicated. The values of both <I>(T, TO) and 
F(T, TO) at the two boundaries can be expressed simply in terms of the 
zero moments of the Chandrasekhar X and Y functions [8]. The 
distribution of these functions within the medium, which is needed 
to evaluate the intensity, the flux distribution, and the radiosity of 
the substrate, is more difficult to determine. For this purpose, the 
closed-form approximate solution, which was obtained by using an 
exponential kernel approximation, is used to examine the influence 
of the substrate on the apparent emittance of the system. 

Approximate Solution 
The application of the exponential approximation to the expo

nential integral given hyEi(t) = q exp (—qt) provides a closed-form 
approximate solution for the two dimensionless source functions that 
appear in equations (10) and (11). The solutions are given by [9] 

* ( T , TO) = Ci exp (-br) + C2 exp (br) + 1/(1 - o>) 

and 

(15) 

(16) 

(17) 

(18) 

•t\)dt (10) 

F(T, TO) = C3 exp (-br) + C4 exp (br) 

in which the constants are as follows 

b2 = qHl-u) 

Cj = C2 exp (6T 0 ) 

C2 = q(b2 - f?2) exp (-&T0)/|b
2[(fc + q) - (b - q) exp ( - 6 T 0 ) ] | 

(19) 

C3 = C4(b + (?) exp ( 2 6 T 0 ) / ( 6 - q) (20) 

and 

C4 = q(b - q) exp ( - 2 6 T 0 ) / [ ( 6 + q)2 - (b - g)2exp ( - 2 6 T 0 ) ] (21) 

For the conservative case, w = 1, the solution for these equations takes 
the following simple form: 

^Nomenclature-

F = dimensionless source function, equation 
(ID 

/ + , / " = radiation intensity in positive and 
negative directions 

h(T) = blackbody radiation intensity at 
temperature T 

R = radiosity of the substrate 
R = nondimensional radiosity, R/wIb(T) 

S = total source function 
fl = extinction coefficient 
8 = angular direction as measured from the 

normal, Fig. 1 
0 = azimuthal angle 
<& = dimensionless source function, equation 

(10) 
ft = cos 6 

Pb = substrate hemispherical reflectance 
tb = substrate hemispherical emittance 

, e(/t) = apparent directional emittance 
(H = apparent hemispherical emittance 
T*= optical depth, T = fofidx 
TO = optical thickness TO = Sofidx 
tb = substrate transmittance 
o: = scattering albedo 
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* ( T , TO) = - ( q V / 2 ) + (<J2T0T/2) + (<JT0/2) + 1 (22) 

F(T, TO) = [1 + <?(r(, - T)] / (2 + gT„) (23) 

A comparison [9] of the approximate and exact solutions for the di-
mensionless source functions shows an error of less than 10 percent 
over a wide range of optical parameters; 0.1 < TO ̂  10 and 0 < w < 
1. 

The use of these equations provides the following expression for 
the radiosity: 

R(T0)Mb(T) = b + 2pb(l - «) !d[exp (-<JTO) 

- exp ( - 6 T 0 ) ] / ( O -q) + C2[exp (6TO) - exp (~qT0)]/(b + q) 

+ [1 - exp (-gr0)]/<7(l - co))]/[l - 2copb\C3(l 

- exp [-(*> + g)r0])/(b + q) 

+ C4(exp [(6 - <?)T0] - l ) / (6 - <?))] (24) 

Similarly, the apparent directional and hemispherical emittances are 
given by 

((H) = [R(T0)/vh(T)]\exp ( - T 0 / M ) + o>C3[exp ( -T 0 /M) 

- exp (-bro)]/(Mfe - 1) + uC4[exp (6TO) - exp (-TQlii)}l(iib + l)j 

+ Ci(l - o))[l - exp (-(6 + 1/M)T0)]/(M6 + 1) 

+ C2(l - <o)[exp [(ft - 1/M)T0] - 1]/(M6 - 1) 

+ [1 - exp (-T ( , /M)] (25) 

and 

tH = [R(TQ)/irIb(T)]{exp (-qT0)/q + C:)a)[exp (~qr0) 

- exp (-ftT0)]/(ft - q) + C4w[exp (br0) - exp (-qTa)\l(b + q)\ 

+ 20,(1 - a))[l - exp (-(ft + q)r»)]/(b + q) 

+ 2C2(1 - u)[exp ((6 - (?)r0) - l ] / (6 - q) 

+ 2[1 - exp (-<7T0)]/q (26) 

For the conservative case of u> = 1, the source function, equation (9), 
depends only on F(T, TO), and the results take the following simple 
forms: 

R(ra)UIb(T) = eb/\l - 2P ( , [TO/(2 + qro)]] (27) 

e(M) = lR(r0)hh(T)] 

X |[1 + q/x + (1 - M9) exp ( - T 0 / M ) ] / ( 2 + qro)) (28) 

and 

IH = [fi(ro)/7r/t(7')]|4/[9(2 + qr0)\\ (29) 

Results and Discussion 
The apparent properties and the radiosity of the substrate have 

been evaluated over a wide range of optical parameters. The constant, 
q, which is used in the exponential approximation for the exponential 
integral, has been chosen as q = 2. The use of this value has been 
discussed by Viskanta [7]. Two types of diffuse substrate have been 
examined: an opaque emitting and reflecting substrate (OERS) and 
a transparent nonemitting but reflecting substrate (TNERS). The 
radiosity of the substrate, equation (24), is equal to the substrate 
emittance when the optical thickness is zero and increases as the 
optical thickness increases to an asymptotic level, which is given 
by 

1.0 

R = Vb + Pb{[^T=Z - l ) / ( v T ^ + D] + l)]/ 
{l - uPb[l/(l + VT=^Y (30) 

This asymptotic level is higher for the (OERS) substrate case. The 
results indicate that this asymptotic level is approached at a smaller 
optical thickness when the scattering albedo is small. This and other 
results [10] suggests that for a scattering medium the parameter 6 T 0 

should be used as a measure of opacity rather than the optical thick
ness alone. The radiosity decreases as the scattering albedo increases. 
An increase in the substrate reflectance increases the radiosity for the 
(TNERS) substrate case and decreases it for the (OERS) substrate 
case. The latter behavior is due to the corresponding decrease in the 
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Fig. 2 Directional emittance with a transparent nonemitting substrate, r0 

= 0.5 

substrate emittance. The apparent directional and hemispherical 
emittances are affected by the substrate reflectance in a manner 
similar to the radiosity. 

The directional emittance is presented in Figs. 2 and 3. As expected, 
the influence of the substrate reflectance is significant when the op
tical thickness is small and diminishes as the optical thickness be
comes large. As the angular direction increases, the influence of the 
substrate reflectance decreases as a result of the longer optical path 
in that direction. The emittance decreases with an increase in the 

CD 

0.8 

0.6 -

04 

0.2 -

J** " J* Jr~-

0.3-^T "~/7>» 
e- A - ^ * » - "// 

_. Xp"^-^^-- *4^< 
' 7 ^ ^ 

'. 

- « • * / * 

/>*. 
PfOQ / 

0.5 / 
1.0 / 

— 0.5 

- ^ > s a 

N. 

~-—"~^ 

N. \ 
s 

s 

\ 
\ 

1 " 1 • „ -

0 10 20 30 4 0 50 60 70 80 90 

8 
Fig. 3 Directional emittance with an opaque emitting substrate, T0 = 0.5 
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tance is always larger than the hemispherical emittance. The ap
proximate hemispherical emittance compares very well with the exact 
values [2] that are available only for the case in which pb = 0 and «(, 
= 0. 

Conclusion 
The closed-form approximate solution appears to predict the ap

parent properties with an error of less than 10 percent. The approx
imate solution provides a closed-form algebraic expression for these 
properties and for both the intensity and flux distribution within the 
medium. The radiosity and the apparent emittance decrease with an 
increase of the scattering albedo. An increase in the substrate re
flectance increases the radiosity and the apparent properties when 
the substrate is transparent and nonemitting. This trend is reversed 
when the substrate is opaque and emitting. Optically thick behavior 
is approached when the parameter 6 TO is larger than four. At this 
point, the apparent properties become independent of the substrate 
properties. 

Fig. 5 Hemispherical emittance with a transparent nonemitting substrate 

scattering albedo, and its magnitude is greater for the (OERS) sub
strate case. The behavior for a case in which pb = 0 and (b - 0 has been 
examined by Crosbie [2], and the present results compare very fa
vorably with the exact solution. 

The normal, tjv, and the hemispherical, IH, emittances are pre
sented in Figs. 4-6. These emittances are equivalent to the substrate 
emittance when the optical thickness is zero and approach the 
asymptotic level as the optical thickness increases. These conditions 
are given by 

eN = 3VT^a/(2VT^> + 1) 

and 

eH = zVT^KVT^o +1) 

(31) 

(32) 

These asymptotic values, which are independent of the substrate 
properties, agree with the results presented by Armaly, et al. [11] for 
a semi-infinite, isotropically scattering medium. The normal emit-
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A Theoretical and Experimental 
Study of Radiation-Convection 
Interaction in a Diffusion Flame 
An experimental and theoretical investigation of the interaction of gaseous thermal ra
diation with natural connection was made for a laminar methane-air diffusion flame in 
the lower stagnation region of a horizontal porous cylinder. The exponential wide-band 
gas radiation model was employed in this nonhomogeneous (nonuniform in temperature 
and composition) problem through the use of scaling techniques. Using a numerical 
scheme, the compressible energy, flow, and species-diffusion equations were solved simul
taneously with and without the radiative component. In the experiment, methane was 
blown uniformly from the surface of the porous cylinder, setting up (upon ignition) a dif
fusion flame within the free-convection boundary layer. Using a Mach-Zehnder interfer
ometer and a gas chromatograph, temperature and composition measurements were ob
tained along the stagnation line. Excellent agreement was found between the results 
based on the nongray wide-band model and the experimental data. Furthermore, it was 
found that the wide-band model yielded results that were superior to those results that 
excluded radiation-interaction effects. Thus, this study demonstrates that the exponen
tial wide-band model can be accurately applied to nonhomogeneous combustion situa
tions in order to account for the radiation-convection interactions. 

Introduction 

Recently there have been numerous investigations of the interaction 
of thermal radiation in heat transfer processes at moderate temper
atures [e.g., 1-3].3 There have also.been several papers dealing with 
higher temperature situations such as found in a diffusion flame which 
have excluded the effects of radiation [e.g., 4-7]. In these situations 
dealing with a fire environment, radiation from the hot gases can 
significantly alter temperatures both in the flame itself and in the 
surrounding areas. 

In the studies of the less complex, nonfire situations, the ability of 
the exponential wide band gas radiation model [8] to account for real 
gas behavior has been clearly demonstrated [2,9,10]. At the same time 
the shortcomings and limitations of the gray gas radiation model have 
been revealed [ 11,12]. In the past the extension of this band absorp -
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tance model to the nonisothermal nonuniform gas composition sit
uations has been treated by parameter scaling [13-16]; applications 
of this technique have generally been limited to comparisons between 
the various scaling approximations. 

The present study looks at a diffusion flame located in the lower 
stagnation region of a porous horizontal cylinder. Tsuji and Yamaoka 
[17-19] and Abdel-Khalik, Tamaru, and El-Wakil [20] have studied 
similar problems on a horizontal porous cylinder but Tsuji and 
Yamaoka ignored the radiation. While Abdel-Khalik, Tamaru, and 
El-Wakil did include some radiation effects, they treated it from a 
nonpredictive point of view and did not make use of the latest ad
vances in radiative heat transfer techniques. 

In light of this the present study is presented. It is both an analytical 
and experimental study of the diffusion flame located in the lower 
stagnation region of a porous cylinder. Methane is the fuel used in the 
experiments and the temperature and species concentration fields 
are measured using the interferometer and gas chromatograph, re
spectively. The analysis makes use of the exponential wide band 
model of Edwards and Menard [8] and includes nonhomogeneous gas 
effects. Comparisons are made to a gray-gas analysis. Without this 
combined analytical experimental approach, the ability of the ana
lytical models cannot be adequately assessed. 

In the first part of this paper, the analysis is discussed in detail, and 
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Fig. 1 Sketch of coordinate system 

in the second part, the experiments are presented. The results of these 
two parts are discussed in the final section. 

T h e o r e t i c a l A n a l y s i s 
Governing Equat ions. A schematic diagram of the physical 

problem showing the coordinate system employed is given in Pig. 1. 
Methane, blown uniformly from the surface of the cylinder, combines, 
upon ignition, with the oxygen in the air to form a diffusion flame at 
the location within the boundary layer where the fuel/air ratio exhibits 
a stoichiometric condition. A five-component mixture of gases is 
considered to exist. These gases are methane (the fuel), oxygen (the 
oxidizer), carbon dioxide and water vapor (the products of combus
tion), and nitrogen (the nonreacting gas). The presence of any inter

mediate species of combustion is excluded, and the combustion is 
considered to be complete and clean, with no carbon monoxide pro
duced. The composition measurements of Tsuji and Yamaoka [17-19] 
provided the basis for these assumptions, and the present experi
ments, as will be shown later, confirm their validity. The chemical 
equation for complete combustion of methane is given by 

«F 'CH4 + v0'O2 -~ <v/ 'H20 + « t."C02 + Q (1) 

where the molar coefficients are: 

VF' = 1, KO' = 2, vc" = 1, VH" = 2 

The superscript ' denotes reactants and the superscript " denotes 
products. The combustion flame-sheet model of Kim, DeRis, and 
Kroesser [6] is employed in this analysis. The combustion is consid
ered to be instantaneous and the reaction zone is considered to be 
infinitesimal. Therefore, as is the case for diffusion flames, it is the 
interdiffusion of the fuel and oxygen rather than the rate at which the 
reactants chemically combine that governs the burning rate of the fuel. 
Additionally, it is necessary to impose two physical conditions—first, 
that there exists no oxygen between the flame sheet and the surface; 
and second, that there exists no fuel in the region beyond the flame 
sheet. 

The governing equations for steady, laminar, two-dimensional flow 
in the forward stagnation region of a horizontal cylinder with com-
buston are to be formulated. All of the physical properties of the fluid 
are assumed to be constant except density and viscosity. The con
servation of mass for a compressible fluid in steady, laminar flow is 
given by 

d{pu) d(pv) 

dx dy 
0 (2) 

Since the region of the stagnation point is being considered, the 
convective terms in the x -direction are negligible, and the species 
equations including the species generation term become 

pv 
dwp 

dy dy dy\ dyJ 
(3) 

- N o m e n c l a t u r e * 

Akj = dimensionless total band absorptance 
of species k of the ;'th band region 

c = g/R, 1/s 
cp = specific heat at constant pressure, cal/ 

[t - Q , Qu 
- l , 

K-g 
D = diffusion coefficient, cm2/s 
ej, = emissive power of a black body, cal/ 

cm2-s 
e„ = Planck's function, cal/cm2-s 
En(t) = nth exponential integral 
/ = nondimensional stream function 
g = acceleration of gravity, cm/s2 

Kp = mean Planck absorption coefficient, W, = («, + wo,» 
1/cm 

L = cylinder length, cm; or distance in y-
direction from surface to free-stream, cm 

QF = fuel flow rate, cc/min 
qr = radiative heat flux, cal/s-cm2 

R = cylinder radius, cm 
Sc = Schmidt number, v/D, dimensionless 
t = CpT/Q, g-mole/g 
T = absolute temperature, K 
u = velocity component in the x -direction, 

cm/s 
v = velocity component in the v -direction, 

cm/s 

io) 
Q -, dimensionless 

Le = Lewis number, 
D 

Mi = molecular weight of component, i, gl 
g-mole 

Pr = Prandtl number —, dimensionless 
a 

Q = heat of combustion, cal/g-mole 
Q = volumetric heat generation, cal/cm3-s 

Wi = Wi/Wiw, dimensionless 
x = coordinate which is tangent to the cyl

inder surface at the lower stagnation point, 
cm 

X, = mole fraction of component i, dimen
sionless 

y = coordinate measured in the direction 
away from the cylinder surface, cm 

y/ = location of flame sheet, cm 
a = integrated band intensity, l/cm2-atm 
a = scaled band intensity, l/cm2-atm 
r) = dimensionless y coordinate 

dimensionless 
Oi — 6i/8,w 

M = dynamic viscosity, g/s-cm 
v = kinematic viscosity, cm2/s, or frequency, 

1/s 
v;' = molar coefficient of reactant i, dimen

sionless 
vi" = molar coefficient of product i, dimen

sionless 
p = density, g/cm3 

T = optical coordinate, dimensionless 
TH = optical thickness at the band head, di

mensionless 
T„* = exponential factor, exp(—(v — eo)/w)) 
\p = stream function, cm2/s 
a;, = mass fraction of species i, dimension

less 
it) = band width parameter, c m - 1 

«; = scaled band width parameter of band i, 
c m - 1 

io = volumetric fuel consumption rate, g-
mole/s-cm3 

i>i = generation of species i, g/s-cm3 

a>i = wi/Mj(i>i" - vi'), g-mole/g 
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pv 
3w» d l do>o\ . 

= — IpD I + 0 
dy dy \ dy I 

: = ±(pD^L) + i 
dy \ dy I 

dy 

du>i 

dy dy 

and 

where 

0>N ; 1 — <j)f — W() — thp 

Wp = OJH + 0}(' 

(4) 

(5) 

(6) 

(7) 

It is also necessary to assume an equation of state pT = constant and 
to relate the viscosity to the density variation by pp. = pwp-w - con
stant. 

Due to the assumption that 

<io = 0 : 0 < ij < tjf 

6>F = 0 : r] > r)[ 

the momentum equation takes on a different form on each side of the 
flame sheet discontinuity 

0 < „ < v f'" + ff"-(f')2+6-^r=0) 

It is also assumed that the ratio of the local molar concentrations of 
carbon dioxide and water vapor is a constant throughout the boundary 
layer, and that this XH/XC ratio is equal to that formed from the 
combustion of a stoichiometric mixture of methane and oxygen. 

The momentum equation for compressible fluid flow by natural 
convection in the stagnation region of a horizontal cylinder of radius 
R is given by 

n^-vi f" + ff" - V')2 + 8 - WF = 0 
(17) 

/ du du\ , . x d I du\ 
P(UTx

 + ^)=8{p-p)R + 7y(^) (8> 

Finally, the energy equation with heat generation and a radiative flux 
is 

dT d / 3 7 \ dqR A 

pcpv — = — (k — ) - - 7 - + Q dy dy \ dy/ dy 
(9) 

The fluid is assumed to be in local thermal equilibrium, and viscous 
dissipation effects are considered to be negligible. Note that for 
stagnation flow, the convective term in the x -direction vanishes from 
the energy equation. 

The mass generation rates w; can be eliminated from equations 
(3)-(5) by defining the dimensionless parameter 

• » - . , < * . - . » - (10) 

where 

Note that 

VVj - \01, 

Q 

cp To. 

" ' MiW-v,') 

— <i)p 01 p ~£0Q 

Q Mpfp' Mpvp" MQI>Q 

The oxygen species equation is thus eliminated and the remaining 
species equations become 

swl_±(pDdW£) = 0 
dy dy\ dy I 

dWP d / dWP\ 
-IpD - ) = 0 

dy <9y V dy I 

If one defines the following temperature parameter 

pv 

pv 

(11) 

(12) 

T-T«, 
(OIQ - OJO.oo ) 

Q 

and assumes that Sc = Pr, the energy equation becomes 

30 __5_ (k_dB\ 1 dqR 

dy dy \cp dy) dy 

(13) 

(14) 

The system of partial differential equations can be reduced to a set 
of ordinary differential equations by making the similarity trans
formation 

K« JO fl 
(15) 

where c • /g/R and by letting the stream function be defined by 

i"V^Zxf(v) (16) 

The transformed species and energy equations thus, become 

1 

Sc 
WF" + fWF' = 0 

— WP" + fWP' = 0 ] 
bC 
1 

Pr 

unc 

11 -

e = 

6" + fB' = 
1 dqR 

pcpT„ dy 

lary conditions: 

= 0 : / = /„, 

f' 
WF = 

WP = 

T 

Too 

~P 

p„\ 

= 0 

WFl„ 

WP„, 

- 1 + 

'u'Vw 

/v„c 

Olo.-Q 

(18) 

(19) 

t, — 00: B = WP = WF = 0 

The subscript w denotes the value of the variable at the wall (rj = 0). 
The values of WFw and Wpw are found as functions of the blowing 
parameter/,,.: 

Q , Q -WV(O) 
WFU- = WF(0) = _. + 

Sc/„, CPT„MFUF" - "/••') cpT«, 
(20) 

(21) 
Sc/W cpT„ 

By defining the following set of normalized variables 

WpmWL, Wp=W<L, , _ ± 
wF„, WP„, o„, 

the system of equations and related boundary conditions become 

0<ri<nf-

f" + ff" - (f'T- + eeu. <"0.' 

c„T«, 
-=0 (22) 

f " + if" ~ if')2 + H„ ~ WFWFU, = 0 

V = 0: / = /„„ / ' = 0 

ij — » : / ' = 0 

Pr dqK 
8" + Pr/fl' = — 

0,„pcpT„c dy 

n = 0: 8 = 1.0, 

,, - » co; 0 = 0 

WF" + ScfWp' = 0 

(23) 

(24) 
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WP" + ScfWp' = 0 

n = 0: WF = WP = 1.0, WP = Wfu,, WP - WPa 

r> — °>:WF=WP= 0 

With the assumption that Le = 1 (Pr = Sc), the species equation, 
the mathematically homogeneous energy equation and their respec
tive boundary conditions become identical; therefore, their solutions 
become identical. This greatly reduces the computer time required 
to solve the set of equations. 

G a s e o u s R a d i a t i o n Mode l 
This investigation takes into consideration the presence of five 

gases. Two of the gases, oxygen and nitrogen, are transparent to 
thermal radiation when at the temperatures encountered in the 
combustion process. The other three gases, methane, carbon dioxide, 
and water vapor, being composed of unsymmetrical, polyatomic 
molecules, radiate and absorb thermal energy when at elevated 
temperatures. 

The absorption and emission by participating gases is a function 
of the frequency of the radiation as well as a function of the temper
ature and pressure of the gas. Because the gases in a flame are non
uniform in temperature and composition, it is necessary to compen
sate for these nonuniformities by using a scaling technique such as 
the one proposed in [13], whereby the absorption coefficient is cast 
in terms of the scaled parameters to and a, the band width and inte
grated intensity, respectively. With the assumption that the ab
sorption bands are fully broadened (a valid assumption for a flame 
at atmospheric pressure), the expression for the total band absorp-
tance can be cast into a closed form function of u> and a. 

In order to solve the system of governing equations (22)-(24), an 
expression for the radiative heat flux is required. In formulating this 
expression, the surface of the cylinder is considered to be black and 
diffuse, and the surrounding medium is considered nonhomogeneous, 
nonscattering, and fully broadened, exhibiting at infinity the char
acteristics of a black surface. Radiation due to soot is excluded, since 
it has been shown in reference [3] that the existence of soot particles 
in the lower stagnation region is negligible. The limitation to one-
dimensional radiative transfer is shown in reference [21] to be a good 
approximation for boundary layer flows. 

From Sparrow and Cess [22], the equation of one-dimensional 
radiative transfer at y in an absorbing-emitting gas can be written 
as 

qn(y) = eb(0) - eb(L) 

J — [1 - 2£ 3 ( r , - T,,') dv dx 
o Jo dx 

(25) 

•de„ + f r ~[l-2E3(r„'-Tl,)]dl,dx 
Jy Jo dx 

where 

T , = CK,pdy' T , ' = CK„Pdy' 
Jo Jo 

As suggested by Edwards and Balakrishman [23], with the incorpo
ration of the wide-band exponential model into the absorption coef
ficient, the expression for optical thickness, gives 

, = j - p exp - ( _ °) dy', vo < v (26) 

where a and a> are properties of the gas which can be expressed in 
terms of temperature. The scaled value of a, as proposed by Felske 
and Tien [31], is obtained from a> = w(T), where T is the integrated 
average temperature. This technique is not expected to cause any 
significant inaccuracies [31] as compared to the techniques outlined 
in references [13,14]. 

The optical thickness can be expressed as the product of the optical 
thickness at the band head or center (where the most intense ab
sorption occurs) and the exponential factor: 

Journal of Heat Transfer 

TH 
exp [ - (V2)]andT/=TH'exp i "Cv2)] 

(27) 

Note 

and 

TH = J K„dy' 

TH'= JxK„dy' 

Using the exponential kernel approximation, the transfer equation 
can be expressed as 

qR(y) = eb(0)-eb(L) 

nydT de„k- [3, 1 
+ —Y.Zkj-7=Akj\-(TH-TH')\dx (28) 

Jo dx k,j dT L2 J 

rLdT^,_ d e „ * - r 3 . , ,~| , 
+ X Txl^-7FAkA2(TH-rH)\dx 

where Akj, the total band absorption ratio of species j in the kih band 
region. To solve the energy equation, equation (23), the derivative of 
qjj is required. Upon differentiation and some manipulation, equation 
(28) becomes 

dgR(y) 

dy 

LdT J 'ydl c^d'V 

— Ki(x,y)dx- I —K2(x,y)dx 
0 dx Jy dx 

(29) 

where 

Ki(x, y) = - E o)kjebuk'(—— 
2 U j V dy 

X > ' [ > » -«')]) (30) 

K2(x, y) = - £ aikjebvk' (—r~) Ak/ 
2 ikj \ dy I hj 

X [!<™'-™>]) (31) 

For the gray-gas model, the derivative of the radiative flux is 

dqit(y) 

dy 
• = AKpaT* - 2KP a Tw exp (-2KPy) + 7 V 

(32) 

X exp i-2KP(L - y)) + 2 f KPT4(x) 

Xexp(-2KP\y - x\) dx 

where T, TO, and T' are optical path lengths defined by 

T = Kpy, TO = KpL and T' = Kpx 

and where Kp, the mean Planck absorption coefficient, is defined 
by 

J Kxebxd\ 
KP = 

eb 

Due to the nonhomogeneous nature of the problem, the value of 
the Planck mean absorption coefficient to be used in equation (32) 
was obtained from the relation 

Kp = PwtfKpH + p„,cKpc 

where KPH and Kpc are the Planck mean absorption coefficients for 
pure water vapor and pure carbon dioxide evaluated at the temper
ature of the wall, and pwH and pwc are the partial pressures of the 
gases at the wall. The band-width and integrated band intensity 
correlation parameters in the present analysis are taken from refer
ence [30]. 

To obtain theoretical temperature and composition profiles 
equations (22)-(24) are solved numerically for various fuel blowing 
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Fig. 2 Sketch of experimental test cylinder 

rates. A technique of Nachtsheim and Swigert [24], is used to find the 
three additional boundary conditions /"(0), 0'(O), and IV'(O), necessary 
to solve the system. First of all, the system is solved without the 
radiative term (i.e., dqitldy = 0). The resulting temperature profile 
is then used to generate a profile for the radiative derivative. Again 
the governing equations are solved, but this time the radiative profile 
is included in the energy equation. Thus, a new profile of the radiative 
derivative is generated for use in the next iteration. This procedure 
is then repeated until there is less than 0.1 K change between the peak 
temperature of the old and new profiles. Usually eight iterations are 
sufficient to insure a convergent solution. 

Experiments 
The experimental apparatus in the present study consisted of a test 

cylinder, a Mach-Zehnder interferometer, and a gas chromatograph 
with associated probes. The test cylinder, shown schematically in Fig. 
2, was fabricated from 58 percent dense nickel Foametal. It was 5.2-cm 
long with an outside diameter of 3.81 cm and an inside diameter of 
2.22 cm. Methane gas was injected into the cylinder through a 1.27-cm 
diameter tube which had a series of holes around its circumference 
and along its axis. This was done to insure uniform injection through 
the cylinder. The outside of this tube was threaded so that nuts could 
hold shoulders firmly in place to seal the ends of the cylinder. The 
surface of the cylinder was blackened with soot to approximate a 
surface emissivity of one. A large screened enclosure consisting of 
three layers of window screen surrounded the test section to prevent 
random air currents in the room from disturbing the flame. Methane 
was selected as the combustile gas since its wide-band spectroscopic 
correlation parameters were readily available. The surface blowing 
rate of the fuel was controlled by a fine metering valve and measured 
using a flowmeter 250 mm in length. 

A 15.2 cm Mach-Zehnder interferometer with a mercury vapor light 
source (5461°A) was the principal measuring instrument in deter
mining temperature profiles along the lower stagnation line. Opera
tional theory of the interferometer is described in references [25, 26]. 
The interferometer is well-suited for this type of measurement, be
cause it introduces no disturbances into flow or temperature fields; 
can record instantly the entire two-dimensional field that is in its view. 
By proper analysis of the interferograms, which in the case of gas 
mixtures requires knowledge of the composition, it is possible to make 
very accurate temperature measurements. 

A gas chromatograph with a microprobe sampling system was used 

Table 1 Chromatographic system specifications 

Carrier gas: 

Column dimensions: 

Column packing: 

Detector: 

Oven temperature: 

Gases separated: 

helium, 6 ml/min 

length: 10. 3 ft. , ID: 1/8 in 

molecular sieve No. 5A, 36-64 mesh 

thermal conductivity cellat 150°C 

20 C for 10 minutes, programmed 
to 350°C at 32°C/minute 

to determine the concentration profiles along the lower stagnation 
line. Detailed accounts of basic chromatographic theory can be found 
in references [27, 28], and specifications of the complete chromato
graphic system used in this study are presented in Table 1. The mi
croprobe was designed following the recommendations of Fristom and 
Westenberg [29] in order to provide effectively quenched samples for 
chromatographic analysis. The probe was made of 3-mm dia quartz 
tubing tapered at the tip to a 0.2-mm OD with a 50-mm orifice. Be
cause water vapor would be irreversibly absorbed by the column 
packing material, only dry samples could be analyzed; therefore, as 
suggested by Adbel-Khalik [3], the water vapor concentrations were 
approximated as being two times the carbon dioxide values. 

Finally, it should be reemphasized that this study constitutes a 
first-time attempt at predicting the total behavior of a nonhomo-
geneous gas radiation. To check the validity of the model, it was 
necessary to obtain the appropriate experimental data, without which 
the accuracy of the analytical model could not be adequately as-

Results and Discussion 
Temperature and concentration profiles obtained both experi

mentally and theoretically for various methane blowing rates are 
presented. The theoretical profiles are given for the wide-band model, 
the gray-gas model, and for the case of no radiation-interaction at all. 
Also included in the results are the convective wall heat fluxes, ex
perimental and theoretical, calculated from the temperature distri
butions. 

All experimental measurements were made for three surface 
blowing rates of fuel: QF = 2100 cc/min, QF = 2300 cc/min, and QF 
= 2600 cc/min. The blowing rate QF = 2100 cc/min was chosen as the 
lower extreme, because it was the lowest flow rate that would sustain 
a steady flame on the porous cylinder. It was found that any flow rate 
less than QF = 2100 cc/min would cause the flame to become unstable 
due to thermal-quenching effects. The flow rate QF = 2600 cc/min 
was chosen as the other extreme, because for values of QF any higher, 
the flame would become luminous due to soot formation, and the 
fringe lines on the interferogram would become badly blurred and 
thus, unreadable. The effects of soot were not included in this 
study. 

The following property values, which were assumed constant, were 
used in the solution of the governing equations: cp = 0.25 cal/K-gm, 
and Pr = Sc = 0.7. The following values, which were measured in the 
experiment, were also used: Tw = 530°C for QF = 2100 cc/min, Tw = 
529° C for QF = 2300 cc/min, and Tw = 524° C for QF = 2600 cc/min. 
The ambient temperature (T„) was 27°C for each case. 

The temperature profiles predicted by a numerical solution of the 
governing equations using the wide-band model to formulate the 
radiation term are presented in Figs. 3-5 for the three blowing rates, 
QF = 2100 cc/min, QF = 2300 cc/min, and QF = 2600 cc/min. Three 
noteworthy effects of an increase in surface blowing are readily dis
cernible; an increase in the temperature boundary layer thickness; 
movement of the flame front away from the surface; and higher 
temperatures in the flame. Higher flame temperatures were the result 
of both an increase in the rate of heat released (because of a larger 
fuel-consumption rate) and the fact that the flame front was at a 
greater distance from the relatively cool cylinder surface. It should 
be mentioned that in no case did the theoretical flame temperature 
reach the adiabatic flame temperature for methane. The experimental 
flame temperature also fell below the adiabatic flame temperature, 
an observation consistent with the measurements of Klugheim [7]. 

The effect of including gaseous radiation in the analysis can be seen 
in the figures which show the theoretical temperature profiles based 
on the wide-band model and the profiles for the case of no radiation 
interaction. It is evident that radiation-interaction lowers the pre
dicted temperatures in the high temperature region of the boundary 
layer near the flame front and raises the temperature in the cooler 
region near the edge of the boundary layer. Furthermore, this inter
action effect is seen to increase for larger blowing rates. The effect of 
radiation interaction can be interpreted to result from a transfer of 
energy by gaseous radiation heat transfer from the hotter region to 
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the cooler portion of the boundary layer, thus reducing the higher 
temperatures and raising the lower ones. It is also important to note 
that radiation interaction tends to increase the thermal boundary 
layer thickness, and this effect becomes larger for higher blowing rates. 
Finally it should be noted that the radiation regime for this problem 
cannot be classified as either optically thick or optically thin, since 
it was found to involve intermediate values of the optical thickness 
parameter. 

The temperature predictions based on the gray-gas model (dashed 
lines) can also be seen in Figs. 3-5. In all three cases, the gray-gas 
model with an absorption coefficient independent of wavelength 
overpredicts the influence of radiation. Note that, as has been dis
cussed previously, the effect of radiation is to lower the high tem
peratures in the region of the flame front and raise the low tempera
tures near the edge of the boundary layer. 

An attempt was made to determine an arbitrary value for Kp which 
when used in the gray-gas model would yield temperature profiles 
matching the experimental results. It was found that matching values 
of Kp did indeed exist. However, a different value of Kp was required 
for each fuel-flow condition; thus precluding the possibility of being 
able to define a single value for Kp that would be universally appli
cable to all methane-air flames. 

Interferograms of the burning cylinder corresponding to the 
methane flowing at QF = 2100 cc/min are presented in Figs. 6 and 7. 
With the reference fringes horizontal as in Fig. 6, the symmetrical 
nature of the problem is clearly evident. From the relatively thin 
appearance of the flame flow front (seen as a bright line wrapped 
partially around the cylinder), the flame sheet model seems to be a 
suitable representation of thisHiffusion flame. The temperature re
sults, as will be discussed later, also attest to the flame-sheet model's 
suitability. The other interferogram (Fig. 7) with vertical reference 
fringes is typical of the ones from which fringe shift measurements 
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Fig. 6 Interferogram 01 burning cyllnder-horlzontallrlnges

were made. It should be noted that these measurements were cor
rected both for refraction effects and for end effects (reference
[3]).

Comparisons between the experimental temperature data and the
theoretical predictions are again presented in Figs. 3-5 for the three
blowing rates. The theoretical profiles determined using the wide
band and gray-gas models are given as a continuous and dashed
curves, respectively, while the experimentally determined tempera
tures (for two different runs in each blowing rate) are represented as
distinct points. It is well to note the excellent repeatability between
the experimental runs for all three fuel blowing rates. In many in
stances the data points coincide exactly.

Evident from Figs. 3-5 is the consistently good agreement between
the profiles of experimental temperatures and those of the wide-band
model. The agreement near the wall is of particular significance, since
the convective wall heat fluxes (which will be discussed in detail later)
are proportional to the wall temperature gradients. In all three cases
the wide-band model predicts a peak flame temperature that is
slightly higher than the measured one. This discrepancy may be a
consequence of the fact that the theory in this study is based on infi
nitely fast combustion reactions, whereas in reality the reactions are
of finite rate. Also, the measured flame regions or flame fronts appear
to be only slightly wider than their predicted counterparts. Based on
this, it can be concluded that the assumption of an infinite reaction
rate imposes no severe limitations on the theoretical results.

The performance of the wide-band and gray-gas models can be
further evaluated by considering the convective wall heat fluxes given
in Table 2, which have been calculated from their respective tem
peraure profiles. The percent deviation of the theoretical from the
experimental values are also listed, as well as the fluxes calculated
from the no-interaction temperature profiles. It can be seen from this

Fig. 7 Interferogram 01 burning cylinder-vertical fringes

table that, for all three run conditions, the fluxes given by the wide
band model are considerably closer to the experimental values than
the convective fluxes found from the no-interaction profile. It ,is also
noted that the gray-gas model consistently underestimates the con
vective flux by a considerable percentage. This is obviously due.to the
low temperature predictions, which were caused by considerable
radiative interaction.

The total radiative heat flux at the wall was calculated using the
wide-band model only. Table 3 presents both the total radiative flux
and the radiative flux due solely to gas radiation for the three run
conditions. Note that at the higher fuel flow rates the contribution
of radiation increases. The effect of the individual absorption bands
was also isolated. The contribution of each is listed in Table 4 for a
blowing rate of 2100 cc/min. It can be seen in Table 5 that the 4.3 /(m
band of C02 has by far the greatest effect of all bands in this study.
It should be mentioned that the total radiative participation by the
individual absorption bands of any gas in a nonhomogeneous situation
is a function of temperature and partial pressure as well as the
strength of the band as determined by its band intensity and band
width.

The composition results are presented in Figs. 8-10 for the same
blowing rates. The experimental data (determined in two separate
runs for each blowing rate) are presented as distinct points while the
theoretical profiles, determined using the wide-band model, are given
as continuous curves. Fine agreement between theory and experiment
is apparent for all three fuel blowing'rates. However, all of the theo
retical composition profiles seem to predict thinner concentration
boundary layers than those which were measured. This result can be
attributed to the approximation in the analysis that the Lewis n~mber

Table 2 Convective wall heat fluxes (calls-cm2 )

FI..:.el Flow Experimental Wide-Band "/. from Gray-Gas % from qr ~ 0 % f:-om
(cc/min) Exp. Exp. Exp.

2100 -0.697 -0.672 -3.6 -0.541 -22.4 -0.746 6.8

2300 -0.704 -0.681 -3.2 -0.521 -25·9 -0.770 9.3

2600 -0.730 -0.697 -4.6 -0.495 -32. I -0.809 10.7

218 / VOL 99, MAY 1977 Transactions ot the ASME

Downloaded 22 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Table 3 Wide-band radiative wall heat (luxes and convective wall heat fluxes 
(cal/s-cm) 

Fuel Flow Rate 
(cc/min) 

2100 

2300 

2600 

1,J'°te» q (gaseous) 

-0.672 

-0.681 

-0.697 
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Table 4 Contributions of the individual bands to the total gaseous-radiation 
flux at the wall 
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Fig. 8 Experimental and theoretical composition profiles—0F = 2100 
cc/mln 

is equal to unity which leads to the prediction of equally thick thermal 
and species boundary layers. However, by examining the actual Lewis 
numbers of the constituent gases, it can be seen that the species 
boundary layer should be thicker than the temperature layer as, in 
fact, was observed in the experiments. The predicted composition 
profiles had little dependency on the radiation model used. Also, the 
repeatability of data between the two runs appears to be very good 
considering the difficulty in making measurements in flames. Note 
that only very small amounts of carbon monoxide (less than 0.5 per
cent mole percent) were found in the boundary layers. Therefore, the 
assumption in the analysis neglecting the existence of carbon mon
oxide appears to be valid. Finally, the general agreement found in 
these profiles reaffirms the validity of the flame sheet model in dif
fusion flame applications. 

From this combined experimental and theoretical study, it can be 
concluded that radiation-interaction in a nonhomogeneous, com
bustion situation is satisfactorily predicted by the utilization of the 
nongray gas-radiation model of Edwards and Menard [8] with scaled 
wide-band parameters. In addition, the nongray model yields results 
that are superior to those based on the use of the gray-gas model as 
well as the results that ignore the effect of radiation. 
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Effect of Molecular Gas Radiation 
on a Planar, Two-Dimensional, 
TurbuIent»Jet»Diffusion Flame 
Non-gray radiation described by the exponential model for molecular gas bands was 
added to the numerical solution of turbulent combustion of methane in a planar, enclosed, 
jet-diffusion flame. The planar jet of methane is injected with velocity Ufm,i into a stream 
of air flowing with velocity u„(r parallel to the fuel. Diffusion-controlled combustion occurs 
in the mixing region of the jet. Plane-parallel, isothermal, black walls symmetrically lo
cated above and below the jet form the combustion chamber. A soot-free flame is assumed 
to exist so that molecular gas bands determine the thermal radiative transfer to the 
walls. 

Velocity, composition, and temperature fields and heat flux at the wall are obtained 
numerically. Approximately 40 percent of the requisite computation time is expended 
on the radiation calculation. Solutions are obtained to show the effect of channel size, air 
preheat, and product recirculation. Also the effect of reaction zone thickness was exam
ined by varying an effective first Damkohler or mixing number which parameterizes the 
mixing-controlled reaction rate. It is found that a given reduction in maximum combus
tion temperature to reduce nitric oxide formation can be accomplished with a much less 
detrimental reduction on heat transfer by recirculating exhaust product into the combus
tion air than by reducing air preheat. 

Introduction 

Heat radiation and turbulent diffusion are the two dominant energy 
transport mechanisms operating in a combustion chamber. Radiation 
transfer is often the goal sought, as in the radiant section of a boiler 
or in a process furnace used for melting or heating. It is the turbulent 
diffusion which brings air and fuel together and sets the combustion 
rate and the thickness of the actual combustion zone. These factors 
affect importantly the radiation heat transfer, and the radiation itself 
affects the combustion in that it renders the combustion nonadiabatic. 
Small changes in peak temperature have a large influence upon nitric 
oxide production for a given residence time. Nitric oxide emissions 
are restricted by air pollution control agencies. It is of interest to know 
how various control strategies such as lowering combustion air preheat 
or recirculating exhaust products into the combustion air affect the 
unwanted nitric oxide emissions and the desired radiation heat 
transfer. 

Contributed by the Heat Transfer Division of THE AMERICAN SOCIETY 
OF MECHANICAL ENGINEERS, and presented at the National Heat 
Transfer Conference, St. Louis, Mo., August 9-11,1976. Revised manuscript 
received by the Heat Transfer Division November 3,1976. Paper No. 76-HT-
54. 

Journal of Heat Transfer 

Much progress has been made in modeling turbulent transport in 
combustion flows [1, 2].1 Techniques for modeling the radiation 
transfer realistically taking into account large spectral variations [3] 
in gas radiant transport have also been developed [4-6]. 

In this work the nongray radiation analysis previously developed 
is incorporated into an implicit finite difference method for the cal
culation of an internal boundary layer flow, a turbulent jet diffusion 
flame. In order to vary parametrically the reaction zone thickness, 
which is not well known at the present state of our knowledge, a di-
mensionless mixing parameter is introduced, an effective first Dam
kohler number. The numerical program is used to examine the effect 
of air preheat and exhaust recirculation on peak temperature and 
radiation heat transfer. 

Analysis 
Problem Description. Fig. 1 shows a jet of fuel with initial half 

thickness 5/ injected at velocity uf into a flow of preheated combustion 
air at velocity ua. The air may be premixed with recirculated com
bustion product so that its mole fraction of product in the mixture 
is xp. The jet is enclosed by two-symmetrically-located isothermal 

1 Numbers in brackets designate References at end of paper. 
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black plane walls a distance 26 apart. Within the channel formed by 
the planes the jet of fuel and stream of air mix turbulently with 
combustion occurring. A stream-wise coordinate x measures distance 
from the inlet, and y is taken to be the distance normal to the lower 
wall. The fuel is taken to be methane, and the air-to-fuel-flow ratio 
is stoichiometric. The combustion is assumed to be free of soot, and 
buoyancy forces are neglected in both the conservation equations and 
turbulence model. 

The governing equations and boundary conditions are the usual. 
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(5) 

(6) 

T=Ta
a, mf=0 (7) 

x = 0 and b — bf < y < b: u = Uf°, v = 0, 

T = Tf°, mi = 1 (8) 

The stoichiometric constraint on ua° is given by 

P a V ° ( l - mp)(6 - 5f) = rp,au,%f (9) 

where r is the stoichiometric air-fuel ratio. 
Radiation Heat Flux. In the spirit of the boundary layer as

sumptions already employed in the conservation equations, x -di
rection radiation is neglected. Absorption and emission of heat ra
diation in the gas occurs primarily in the wings of vibration-rotation 
bands which have exponential spectral variations. Accordingly the 
relations in the appendix of reference [5] can be taken over. 

n pl> dBh 
9 r = - £ Kk(y,y')—jdy> (10) 

k=i Jo dy' 

Kk(y,y') = AMk,e(y,y') + &,«(«.?)) - As(\th,e(y,y')\) ( l l ) 

4 , ( f « ( y , y ' ) ) = w/,4,*(?H,/e) (12) 

Uk = f/j,2/f*,l> TH,k = fo.l/w/i (13) 

h,i(y,y')= C akPjdy" = Sk.iiy) - !k,i{y') (14) 
Jy' 

ik,i(y,y') = I okotkPjdy" = f*,2(y) - f*,2(y') (15) 

. N o m e n c l a t u r e . 

A+ = turbulence constant = 26.0 
As = slab band absorption, equation (12) 
As* = slab band absorptance, equation 

(16) 
b = half the jet width at half depth (m) 
B = turbulence constant, usually = 3.4 
Bk = Planck black body radiosity function 

(W/m2cm-') 
C = mixing rate coefficient, equation (22) 
C* = effective first Damkohler number, 

equation (23) 
c = speed of light = 2.9969 X 108 (m/s) 
Cp = mixture heat capacity (J/kg K) 
cpj = species heat capacity (J/kg K) 
X)j,m - species diffusion constant (m2/s) 
h ' = Planck's constant = 6.6256 X lO"34 (J 

s) 
hj = species enthalpy (J/kg) 
k = Boltzmann's constant = 1.38054 X 10 - 2 3 

(J/mol K) 
K = von Karman's constant = 0.40 
Kh = radiation matrix, equation (11) 
trij = species mass fraction 
rhj" = species production rate (kg/m3s) 
n = number of radiation bands 
Nuc = convective Nusselt number = qc,wd/ 

K(TVOI - Tw) 

NUR = radiative Nusselt number = qr,w^l 
K(TVOI - Tw) 

P = pressure 
Pr = Prandtl number = I>PCP/K 
qc = convective heat flux (W/m2) 

qr = radiative heat flux (W/m2) 
r = stoichiometric air-fuel ratio 
f = reaction rate (kg/m3s) 
Rt = turbulent Reynolds number, equation 

(20) 
Sc = Schmidt number = p/Hj,m 

T = temperature (K) 
Tad = adiabatic flame temperature (K) 
u = local x -direction fluid velocity (m/s) 
v = local y-direction fluid velocity (m/s) 
x = streamwise coordinate (m) 
x* = dimensionless coordinate = xlh 
xp = mole fraction of product recirculated 

into air 
y = cross stream coordinate (m) 
y+ = dimensionless y coordinate in law of the 

wall 
y* = dimensionless coordinate = y/d 
ak = integrated band intensity (cm_ 1m2 / 

kg) 
/3 = fraction of reaction heat removed 
7 = Euler-Mascheroni constant = 0.5772156 

<5 = channel half-width (m) 
bf = initial fuel-jet half width (m) 
t = eddy diffusivity (m2/s) 
6+ = dimensionless eddy diffusivity, equation 

(18) 
«VD+ = Van Driest law of the wall dimen

sionless eddy diffusivity 

f*,i. f*,2 = radiation functions, equations (14) 
and'(15) 

r] = bulk fraction of fuel that has burned 
K = thermal conductivity (W/m K) 
v = kinematic viscosity (m2/s) 
vk - wavenumber at radiation band origin 

(cm"1) 
p = density (kg/m3) 
Pj = species partial density (kg/m3) 
THk = band head optical depth, equation 

(13) 
o>k = spectral band width parameter 

(cm"1) 
JUk = scaled band width, equation (13) 

Subscripts 

a = air 
ad = adiabatic 
/ = fuel 
j = individual species number 
k = radiation band number 
m = momentum 
max = maximum 
P = product 
s = species 
t = turbulent 
vol = volume average 
w = wall 

Superscripts 

0 = inlet or reference condition 
• = rate 

222 / VOL 99, MAY 1977 Transactions of the ASME 

Downloaded 22 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Table 1 Radiation band properties 

Band 
Location 

\ 
- i 

cm 

3020 

4220 

1600 

3760 

5350 

7250 

2410 

Band 
Intensity 

0 

- 1 , -2 
cm / g-m 

46.0 

3.0 

45.6 

28.5 

3.35 

2.35 

110.0 

Band 
Width 
o 

-1 
cm 

58.0 

86.0 

71.2 

)9.6 

54.5 

49.0 

12.5 

As*(t) = ln{t) + E1(t) + y + --Ex{t) (16) 

ft- 2 * m V (17) 

Table 1 shows the bands selected and the properties used [3] in the 
radiation calculations. For simplicity in view of the high temperatures 
occurring, the long wavelength bands of / /20 and CO2 were neglected, 
and the 2.7 fim CO2 band was ignored in comparison to the 2.7 p.m H20 
band. Neglect of the former leads to the radiation heat transfer being 
underpredicted, perhaps as much as 8 percent at temperatures as low 
as 1400 K. The error in neglecting the overlapping 2.7 p.m CO2 band 
is truly negligible in comparison. 

Turbulence. Near y = 0 the Van Driest law of the wall [7] is used. 
The wall region plays a minor role in blocking some radiation by 
self-absorption. 

e+ = 0.5 + 0.5 (1 + 4Ky+2[l - exp (-y+A4+)]2!1/2 (18) 

K = 0.40, A+ = 26, y+ = Rty*(vjv) (19) 

Rt = Wvw)(TjPw)m, rw = pwvw —I (20) 
dt ly=o 

In the important central region of the channel where turbulence 
is generated by the jet shear layer, the relations from Schlichting [8] 
are used. 

e = 0.0376(tw - umin) (21) 

The maximum velocity is at y = t>, and the minimum was taken at 
y - 5/4 as a matter of convenience. Following Mei and Squire [9] the 
two expressions were patched together using a simple term 1/(1 + 
By*) multiplied into the Van Driest expression to make the patching 
smoother. The quantity B was chosen to make the Van Driest ex
pression match the channel expression aty = & — b. If a value of B 
higher than the Mei and Squire value of 3.4 is indicated, the 3.4 value 
is used, as the wall-generated turbulence overwhelms that generated 
by the jet. No adjustment was made for the effect of radiation from 
one turbulent eddy to another, the effect being thought to be rather 
small [10,11]. It was felt that this simple modeling of the turbulence 
was appropriate, because the object of the paper was to investigate 
the coupling between the radiation and turbulent transport. 

Combustion. Although the combustion is assumed to be diffusion 
controlled, the controlling diffusion is not just that bringing the air 
and fuel to the edge of the jet. Such an assumption would lead to the 
combustion occurring only at an infinitesimally thin flame front. In 
actuality the combustion occurs at the edges of eddies of air and fuel. 
Thus, one is led to believe that the combustion zone is spread over a 
few eddy mean free paths, when one takes a Prandtl turbulent mixing 

length point of view. To simulate the finite combustion zone a tur
bulent-mixing-controlled reaction rate is postulated. 

r = Cm.fma (22) 
The coefficient C was specified in terms of a dimensionless parameter 
C* 

C = C * ^ 2 2 I ( 2 3 ) 

5 

One might argue that 6 should replace <5, but such arguments can be 
resolved only by careful experimentation, which was beyond the scope 
of this internally funded research. The quantity C* is an effective first 
Damkohler number, effective in that turbulent mixing is taken to be 
the rate-controlling factor. 

Another factor to be taken into consideration is the limiting of flame 
temperature by formation of OH, NO, O and other such species. In 
order to account simply for this complicating and physically impor
tant phenomenon, equilibrium calculations were performed for the 
composition versus temperature of stoichiometric methane-air mix
tures. The ten species H, H2, H 2 0,0 ,0 2 , OH, N2, NO, CO, C02 were 
included. This equilibrium mixture is called "product," and the 
combustion reaction is taken to be 

CH4 + r air -*• product 

The effects of high temperature species are thus included in a tem
perature-dependent heat of reaction and product heat capacity. The 
latter quantity accounts for the enthalpy change with shift in the 
product composition as temperature changes. The product compo
sition changes throughout the flow field depending upon local tem
perature. 

Numerical Methods. A widely used method for solving the 
governing equations is that of Patankar and Spalding [12], Only one 
variable per equation is evaluated implicitly, and the others appearing 
in that equation are evaluated at the previous marching step or iterate. 
Where a high degree of coupling exists between the governing equa
tions, the lagging of the other variables leads to computational dif
ficulties. For this reason a more highly implicit method was developed 
as described briefly in the following. Additional details are presented 
in a thesis by the first author [13]. 

The nonlinear equations were quasilinearized with respect to all 
dependent variables about the last known values denoted by an as
terisk. For example, 

pu = pu* + p*u — p*u* 

As a matter of personal preference the von-Mises transformation was 
not made, but it could have been with no difficulty. The x -derivatives 
were backward differenced; and y-derivatives were three-point cen
trally differenced, except for the continuity equation which was 
two-point centrally differenced. The y-direction convection terms 
were upwind differenced. The resulting set of linear algebraic equa
tions for the variables at node point y,- are in the form 

A; V,-+i + C,-V; + B;V,-_ ,=£>,-

where A, B, C, and D are matrices containing known quantities in
cluding variables at the previous x -location, and V is a column matrix 
or vector containing all the unknown variables at the x -location of 
interest. The set of equations are solved by marching in the y-direc-
tion over the nodes from one boundary, expressing solution vector V, 
in terms of Vi+i, until the other boundary is encountered, allowing 
VN to be determined, and marching back finding V{. The reader 
unfamiliar with this type of numerical analysis is referred to Newman 
[14]. 

The pressure gradient dP/dx, taken to be constant in the y-direc-
tion under the boundary layer assumption, is included in vector D;, 
and an additional constraint is added, namely v = 0 at the midplane 
y = 6. Because of the inclusion of pr&sure gradient D; the turn-around 
at the boundary involves the last three node points, but straightfor
ward elimination gives the vector VN and dP/dx. 

Three to six iterations are usually required in the y-direction, and 
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T° 

Table 2 Base values of parameters 

Half width of fuel jet, 0.0135 m 

Half width of channel, 1.0 m 

Reaction rate parameter, 1.0 

Initial fuel velopity, 20 m/sec 

Recirculated product fraction, 0 

, Initial air preheat, 1000 K 

, Initial fuel temperature, 300 K 

, Wall temperature, 500 K 

Kinematic viscosity, 3.736xl0"5(T/500)1-7 m2/sec 

an x -direction step size of 0.26 was used. Run times for 41 y-points 
and 110 a:-points were 100 s on an IBM 360/91 computer costing 17 
dollars each. The radiation calculation accounted for 40 percent of 
the cost. 

500 

_ 

EFFECTIVE FIRST DAMKOHLER NO. 
9 * « « 9 10.0 ^ 

« _ » 1.0 • 

£*9 

& * 

Jr • 

i i i 

• 
• 

m e 

Xv ?c> 
0 

•, 

1.0 0 0.2 0.4 0.6 0.8 

DISTANCE FROM WALL, y, METERS 

Fig. 3 Effect of C* on temperature profile at otherwise standard con

ditions (Table 2) and x = 2m 

Results and Discussion 
Reaction Rate Parameter, Table 2 shows the set of nominal 

conditions chosen as a basis for comparison. Fig. 2 shows the resulting 
profiles at x = 2 m beyond the point of injection. Steep gradients in 
the velocity and composition profiles exist in the edge region of the 
fuel jet, say 0.7 < y* < 0.9. The maximum temperature occurs in this 
region, because the rate of combustion is high according to equation 
(22). Fig. 3 shows the effect on the temperature profile of varying the 
reaction rate parameter C*. At a value of C* = 10 the temperature 
profile manifests a bit of a spike, characteristic of flame front com
bustion. The lower value of C* = 0.5 or 1.0 spreads the high temper
ature combustion region over a somewhat greater portion of the 
channel. 

Heat Radiation and Channel Size. It was a goal of this work to 
show the effect of radiation upon combustion temperatures^ Figs. 4(a) 
and 4(b) show the effect of varying channel size with and without 
radiation. The relative fuel jet size and dimensionless reaction rate 
parameter are fixed along with the other parameters at the standard 
conditions. Fig. 4(a) computed with no radiation shows that as the 
channel is made smaller the flame fills a greater portion, because the 
turbulent mixingis more effective over the shorter distances, but the 
peak temperature is affected little. Fig. 4(6) shows that the larger 

CHANNEL HALF WIDTH 
o o e o « 5 = 0 . 1 m 

= 1.0 m 
S = 10.0 m 

0.2 0.4 0.6 0.8 

DIMENSIONLESS DISTANCE y« 

Fig. 4 ( a ) without radiation 

1500 

SYMMETRICAL 
ABOUT y = 1 

500 

r 
J_ 

0 0.2 0.4 0.6 0.8 

DISTANCE FROM WALL, y, METERS 

Fig. 2 Temperature, velocity, and mass fraction profiles 
the standard conditions (Table 2) 

5 > 

.0 

for x = 2 m and 

CHANNEL HALF WIDTH 
i ( t i « 5 * 0.1 m 
_ _ 8 * 1.0 m 
« • • » • 5 = 10.0 m 

X 
0.0 0.2 0.4 0.6 0.8 1.0 

DIMENSIONLESS DISTANCE y» 

Fig. 4 (6) with radiation 

Fig. 4 Effect of combustion chamber size S on temperature profile at 

constant x* = x/5 
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Table 3 Effect of preheat and recirculation upon axial flowfield conditions 

(a) No Recirculat ion x = 0 

Axial 
Distance 

X 

m 

(T° = 
a 
0.4 
1.2 
2.0 
4.0 

10.0 
20.0 

K-
0.4 
1.2 
2.0 
4.0 

10.0 
20.0 

K-
0.4 
1.2 
2.0 
4.0 

10.0 
20.0 

K-
0.4 
1.2 
2.0 
4.0 

10.0 
20.0 

500 K 

1000 

Max. 
Temp. 

T 
max 
K 

ad 
1666 
1814 
1799 
1796 
1740 
1604 

K, T , 
ad 

1780 
2045 
2048 
1987 
1865 
1693 

500 K, T • 
' ad 

1000 

1414 
1613 
1618 
1619 
1609 
1531 

K, T , 
ad 

1544 
1823 
1867 
1852 
1756 
1630 

Vol. Avg. 
Temp. 

T i vol 
K 

2374 K) 

800 
929 
995 

1132 
1309 
1367 

= 2541 K) 

1155 
1279 
1316 
1364 
1425 
1414 

= 2146 K) 

734 
861 
720 

1036 
1220 
1311 

= 2368 K) 

1098 
1215 
1260 
1305 
1354 
1366 

Fraction of 
Fuel Burned 

n 

0.165 
0.235 
0.276 
0.356 
0.530 
0.704 

0.194 
0.261 
0.292 
0.349 
0.481 
0.635 

(b) Recircu 

0.137 
0.203 
0.239 
0.313 
0.481 
0.654 

0.174 
0.241 
0.274 
0.325 
0.453 
0.576 

Fraction of 
Combustion 

Heat Removed 
B 

0.000 
0.026 
0.053 
0.114 
0.242 
0.345 

0.012 
0.047 
0.085 
0.169 
0.345 
0.511 

lation x =0.2 
P 

0.000 
0.004 
0.036 
0.048 
0.174 
0.292 

0.019 
0.049 
0.079 
0.149 
0.303 
0.459 

Radiative 
Nusselt 
Number 

NuR 

4383 
4959 
4980 
4741 
3796 
3028 

2704 
3940 
4197 
4336 
3976 
3308 

2713 
3356 
3468 
3472 
3062 
2689 

2199 
3186 
3381 
3518 
3345 
2975 

Convective 
Nusselt 
Number 

Nuc 

0 
0 
0 

1.1 
17 
65 

206 
129 
110 
93 
78 
82 

0.3 
1.8 
3.2 
6.8 

24.7 
68.0 

231 
146 
124 
105 
91 
92 

channels (5 = l m and 10 m) have markedly lower peak temperatures 
because of the greater gaseous radiation transfer. 

It should be remembered, of course, that the combustion was as
sumed to be soot free. A previous study [15] showed that when soot 
is considered the temperatures decrease at first with increasing 5, but 
after the soot becomes opaque, further increases destroy the effec
tiveness of the radiation, and the flame temperature rises. In gas ra
diation no such optimum in combustion chamber size is seen as long 
as the major bands are not overlapped. For this reason steam injection 
to control soot formation in large sized units appears attractive.' 

Preheat and Recirculation. Table 3 shows the axial variations 
of two temperatures, two fractions describing the extent to which 
combustion has occurred and how nonadiabatic it has been, and 
two-dimensionless wall heat fluxes. Maximum temperature Tmflx gives 
a qualitative indication of the production of nitric oxide. Volume 
average temperature likewise gives an indication of the potential for 
radiation transfer. The fraction 7/ is the fuel burned divided by the 
initial fuel supplied and indicates the extent to which the combustion 
is complete. The quantity (S is the heat transferred to the wall up to 
the axial station in question divided by the heat which has been re
leased by combustion by that point. It indicates the degree to which 
the combustion has been nonadiabatic. The radiative and convective 
Nusselt numbers are the radiative and convective heat fluxes at the 
wall, respectively, made dimensionless by (KU1/5)(TVO1 — Tw). For the 
stations in the table turbulent Reynolds number Rt = 5+ ranged 
between approximately 6000 and 10000. 

The first observation that can be made is that peak temperatures 
pretty well track adiabatic flame temperature. However, the low-
preheat, zero circulation case did have a peak temperature of 1814 K 
somewhat below the 1867 K value for the high-preheat case with re
circulation, even though the adiabatic flame temperature of the for
mer 2374 K was actually a little lower than that of the latter, 2368 K. 

Nevertheless, in the main peak temperature is lowered simply by 
lowering adiabatic flame temperature whether by dropping the pre
heat or by recirculating exhaust gas. 

Recirculating exhaust gas while maintaining or raising the preheat 
appears advantageous for a number of other reasons. Of course, a high 
preheat presumably means a good recuperator with a lower stack 
temperature and better combustion efficiency. Beyond that factor 
is the higher radiation heat transfer obtained by recirculating and 

I 

i AIR PREHEAT TEMP. 

= MOLE FRACTION OF 
RECIRCULATED PRODUCT 

2100 2700 2200 2300 -1 2400 2500 2600 

Tad , ADIABATIC FLAME TEMPERATURE, °K 

Fig. 5 Effect of preheat and recirculation upon fraction of heat removed 
and adiabatic flame temperature for x = 2 m 
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maintaining preheat. Also the combustion is more nonadiabatic with 
a higher fraction of the heat removed by radiation. Somewhat slower 
combustion is also seen to occur from comparison of the results of 
Table 3. 

Fig. 5 summarizes and reinforces these observations. Preheat and 
recirculation are shown as parameters on the graph. They may be 
regarded as the independent variables. Depending upon these vari
ables one gets a certain adiabatic flame temperature, and the peak 
temperature which goes with it, and a certain fraction of heat removed 
predominantly by radiation in the radiant section. For a fixed adia
batic flame temperature a much higher value of/3 can be obtained by 
using high recirculation and high preheat. 

S u m m a r y and Conc lus ions 
This paper has demonstrated that realistic nongray radiation 

transfer analysis can be coupled to an implicit numerical method for 
solution of the highly coupled nonlinear partial differential conser
vation equations without undue expenditure of computation time. 
The practical import of the results is that raising recirculation while 
maintaining or raising preheat appears preferable as a means of nitric 
oxide pollution control to merely lowering preheat. Not only is com
bustion efficiency presumably higher, but better radiation transfer 
is obtained in the radiant section. 
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Radlatife Heating in Ice 
The energy fluxes that exist in an ice sheet exposed to a collimated beam of radiant ener
gy were examined. A theoretical model was used which includes the effects of anisotropic 
scattering as well as the spectral dependence of the absorption coefficient of ice and of 
the incident radiation beam. Laboratory measurements were also made which generally 
confirm the predictions of the model. The results calculated from the model are primarily 
intended for use in analyzing two particular problems involving radiative transfer in ice. 
These are: (a) the assessment of the feasibility of using radiant energy sources as a means 
of removing ice from structures, and (b) the prediction of temperatures and internal melt
ing in ice covers on lakes and rivers due to the absorption of solar radiation. 

I n t r o d u c t i o n 

Radiative heating of ice plays an important role in the break-up of 
lakes and rivers. Solar energy absorbed in the ice sheet, first goes to 
raising the ice temperature to the freezing point. Thereafter, addi
tional energy absorbed in the ice produces internal melting. This 
melting occurs primarily at grain boundaries and results in the 
weakening and eventual disintegration of the ice structure [l].1 The 
use of thermal radiation sources has also been proposed as a means 
of artificially removing ice sheets from airport runways and other 
structures subject to atmospheric icing. 

To predict the temperatures and the extent to which melting will 
occur in an ice sheet it is necessary to understand the behavior of the 
radiation in the ice. In particular it is necessary to know the distri
bution with depth of the energy absorbed in the ice sheet. 

Williams [2] has used a grey absorption model to estimate the 
heating that would be produced in an ice sheet. However, the ab
sorption coefficient of ice has a very strong spectral dependence in 
the visible and near infrared wavelength range which makes this 
model inappropriate. A normal ice sheet may also have a large scat
tering coefficient. This scattering may be produced by air bubbles that 
form in the ice during the freezing process. Also the ice covers on lakes 
and rivers are often formed by the freezing of wet snow. This results 
in a "white" ice having a very high scattering coefficient. It is therefore 
necessary to analyze radiative energy transfer in a scattering medium 
with a strong spectral variation of absorption coefficient. 

A number of methods are available for analyzing the behavior of 
radiant energy in a scattering-absorbing medium. Dunkle and Bevans 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OP HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
October 27,1976. 

[3] did an approximate analysis of penetration of solar radiation 
through a snow cover. They used a two flux model introduced first 
by Schuster [4] and subsequently extended by Duntley [5] and Hul-
bert [6]. Their model ignored the spectral nature of the absorption 
coefficient of ice and only considered isotropic scattering. Chu, 
Churchill, and co-workers [7,8] have presented approximate methods 
for engineering applications which take account of the effects of 
multiple scattering and the spectral nature of the absorption coeffi
cient in studying the transmission of electromagnetic radiation 
through dense dispersions of particles. Viskanta and Toor [9] have 
formulated the problem to analyze radiant energy transfer in water 
with scattering. Their results, however, are restricted to cases in which 
scattering is small. 

In this paper the two flux model was used with some extensions. 
In particular, the effects of a collimated incident beam, of anisotropic 
scattering and of the spectral variation of the absorption coefficient 
and the radiation source are included. Some measurements were also 
made with which the predictions of the model could be compared. 

Theory 
In the model used the ice medium was assumed to be a homoge

neous and one-dimensional sheet. The basic integro-differential 
equation of radiative transfer in a one-dimensional, scattering, 
nonemitting medium is [10]. 

dl(i>, r, fi) 
t : 

dx 
~ktI(v, f, fi) + 

ks 

4ir J a' 
f, Q')p{0)dSl' (1) 

The first term on the right-hand side of equation (1) is the rate of loss 
from a beam travelling in the direction fl and the second term is the 
gain in intensity in the fl direction due to scattering from all other 
directions ft'. The phase function p(6) where 8 is the angle between 
fi' and ft is the probability of scattering from the direction ft' into the 
direction ft. In the model used the intensity, / , is assumed to be 
composed of three components. These are a diffuse flux isotropically 
distributed in the positive x-direction, q+(i>, x), a diffuse flux isotropic 
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in the negative x-direction, q~(v, x), and a collimated flux, qc(n,x), 
confined to a small solid angle about the positive x axis. Equation (1) 
for the collimated beam reduces to 

dqc(v,x) 

dx 
-ktqc(v,x) (2) 

Losses occur from the collimated beam due to scattering into the 
diffuse directions and due to absorption by the ice. Gains in the col
limated beam due to scattering from the diffuse fluxes are negligible 
because of the small solid angle of the collimated beam. There is a 
strong component of forward scattering from the collimated beam 
that is experimentally indistinguishable from the original beam be
cause it stays within the cone of that beam. The scattering coefficients 
used throughout the paper represent the fraction of light scattered 
out of the cone of the incident beam. Light scattered less than this 
amount then would be considered part of the unscattered collimated 
beam. 

Using a Legandre polynomial expansion of the phase function, p(n) 
= 2a,-P,-(/i)> and the fact that the fluxes are azimuthally independent, 
the integral over azimuth in the scattering term in equation (1) can 
be carried out [10]. Further, if equation (1) is integrated separately 
over the positive and negative x hemispheres the two equations for 
the diffuse fluxes result. These are 

h(«,*) 
dx 

-2(kt-ksf')q+(v,x) 

and 

"(*,*) 
dx 

where 

and 

+ 2ksb'q-(v,x) + ksfqc(t>,x) (3) 

---2(kt-ksf')q-(„,x) 

+ 2k8b[q+(v, x) + ksbqc(v, x) (4) 

^ i ^ I M 1 b'=l~f' 

f = 1^.01 CPidn; 6 = 1 - / 
2 i Jo 

In equations (3) and (4) the components of forward, / , and back, 6, 
scatter are different for the diffuse and collimated beams. Analyzing 
the terms in the Legandre series suggests that / ' is actually l /2(/ + 
1/2). Similarly b' = 1/2(6 + 1/2). The use of the Legandre series, thus 
provides a convenient analytic relationship between / ' and / and 6' 
and 6 that is independent of the experimentally measured phase 
function. A numerical integration over the measured phase function 
then need only be done to find one of these four parameters, for ex
ample /, and the others / ' , 6 and b' can be calculated from it. 

It will be noted that a factor of two appears in equations (3) and (4) 
in front of the scattering and absorption coefficients for the diffuse 
fluxes. This factor which results from the integration of equation (1) 

over each hemisphere, represents the fact that the rays of the diffuse 
flux experience an average path length that is twice as long as that 
experienced by the collimated beam when it traverses an incremental 
depth layer, dx. 

The boundary conditions required at the top surface of the ice 

and 

qc(v, 0) = (1 -ra)qic(i>) 

q+(p,Q) = rs'q-(v,Q) 

(5) 

(6) 

where <7,c is the incident collimated flux. The surface reflectivities, 
rsand rs', for collimated and diffuse radiation were obtained from the 
Fresnel relationships [10]. 

Reflection at the bottom of the ice sheet would theoretically result 
in an upward travelling collimated flux. However, since the surface 
reflectivity for normally incident radiation is only 0.04, this flux is very 
small. As an approximation this upward travelling collimated flux was 
included in the upward travelling diffuse flux at the bottom surface 
of the ice. That is 

q (v,d) = r/q + (v,d) + rsqc{i>, d) (7) 

Some calculations were done where a separate upward collimated flux 
was included; however, these calculations produced results which were 
indistinguishable from those of the model outline here. 

At a given wavelength equations (2)-(4) along with the boundary 
conditions (5)-(7) can be solved explicitly for the three fluxes as a 
function of depth in the ice. From these results the amounts of energy 
transmitted, T{v), and reflected R(v), by the ice sheet can immediately 
be calculated; 

and 

T(») = (1 - rs')q
 + b>, d) + (1 - rs)qM d) 

RW = (l-rs')q-(v,0) + rsqicW 

(8) 

(9) 

The rate of internal heating, Q, at any depth in the ice is given by 
the divergence of the net downward flux. That is 

d 
Q(v, x) = - — (q + (i>, x)-q {a, x) + qc(v, x)) 

dx 

Substituting equations (2)-(4) into this expression gives 

Q(i>, x) = haqc(v, x) + 2ka(q
 + (i/,x) + q (i/,x)) (10) 

The equations derived to this point apply only at one wavelength 
since both the absorption coefficient, ka, and the incident flux, qic, 
are functions of wavelength. Note that it will be assumed that the 
scattering coefficient, ks, is not a function of wavelength. Measure
ments of ks over the visible and near infrared spectrum show very 
little wavelength dependence [11]. The spectral dependence of the 
absorption coefficient of ice is shown in Fig. 1. The values used were 
based on the averages of the measurements made by a number of in
vestigators [12,13]. There was general agreement among the various 

. N o m e n c l a t u r e . 

6 = backscattering fraction for collimated 
beam 

6' = backscattering fraction for diffuse 
beam 

d = thickness of ice sheet 
/ = forward scattering fraction for collimated 

beam 
/ ' = forward scattering fraction for diffuse 

beam 
ka = absorption coefficient 
ks = scattering coefficient 
kt = extinction coefficient (ks + ka) 

p(B) = phase function for scattering 
qc = collimated flux 
qic = incident collimated flux 
q+ = forward diffuse flux 
q~ = backward diffuse flux 
rs = surface reflection coefficient 
rB' = surface reflection coefficient for diffuse 

beam 
r = position vector 
t = time 

'x = depth into ice sheet 
C = heat capacity of ice 
/ = radiation intensity 

Pi 
Q 

Q' 
R 
R' 
T 
V 
M : 

i> • 

P : 

n 
a 

= Legandre polynomial 
= Internal heating produced by radiation 
absorption 
= Normalized internal heating 
= Reflected energy 
= Normalized reflected energy 
= Transmitted energy 
= Normalized transmitted energy 
= direction cosine (cos S) 
•• radiation frequency 
= ice density 
= solid angle 
= direction vector 
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0.6 1.0 1.4 1.8 
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Fig. 1 Spectral dependence of the absorption coefficient of ice and of the 
two radiation sources used 
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Ice Sample 

(°) 
j— Thermocouples 
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- Ice 
Block 

/>////////>///;/»;/. 
Refrigerated Enclosure 

(b) 
Fig. 2 Experimental apparatus: (a) for making monochromatic scattering 
measurements; and (6) for measuring energy absorption, transmission and 
reflection for an ice block exposed to a coliimated beam of radiant energy 

measurements, however, in some wavelength ranges discrepancies 
of as much as a factor of five exist. Also shown in Fig. 1 are the two 
incident spectra which were used with the model. The simulated solar 
spectrum was obtained by taking a 5870 K blackbody spectrum and 
subtracting off the energy absorbed in a 2-mm thick water layer. 
Similarly the tungsten source was a 3000 K blackbody spectrum 
passed through a 2-mm water filter. The purpose of introducing the 
2-mm water filter was: (a) to make the spectra similar to those used 
in the laboratory tests, and (b) to make the simulated solar spectrum 
more like the real solar spectrum received at the ground surface. Some 
runs were made with a measured solar spectrum, however differences 
in the absorbed energy only occurred in the top few millimeters of the 
ice sheet. The fractions of these incident spectra that are transmitted 
and reflected are obtained by integrating over the wavelength spec
trum; 

V = fTWdv/fqiMdt, 

and 

R'= SR(v)dv!SqiMdv 

Similarly the rate of internal heating is written 

Q'(x) = §Q(v,x)dvlSqic(v)dv 

(11) 

(12) 

(13) 

The function Q'(x) has the units of reciprocal distance and is the 
fraction of the incident flux that is absorbed per unit depth in the ice 
at a given depth, x. 

M o n o c h r o m a t i c S c a t t e r i n g M e a s u r e m e n t s 
To use the model just developed knowledge of the scattering coef

ficients and the angular distribution of scattered energy must be 
obtained. Some information exists of scattering coefficients for typical 
ice sheets; however, no information could be found on the angular 
distribution of scattering for ice. Measurements were therefore made 
using a technique similar to that described by Duntley [11] for mea
suring the scattering function for water. The apparatus used in these 
tests is shown in Fig. 2(a). The He-Ne laser light at 0.63 ii has negli
gible absorption in the ice sample so that only scattering was impor
tant. The ice samples used were cylinders approximately 1 cm in di
ameter. The use of a cylindrical sample minimized the problems of 
calculating the detector solid angles and of refraction of the scattered 

light. The detector could be scanned through a complete circle except 
for approximately 10 deg either side of the incoming laser beam. 

As a check of the accuracy of the measurement an integration of 
the scattered energy over all angles was compared with the energy in 
the incident laser beam. The typical discrepancy was in the range of 
10 to 15 percent which was considered acceptable for this type of 
measurement. 

The phase function calculated from these measurements is shown 
in Fig. 3. The strong component of forward scattering is apparent in 
the figure. Values calculated for the scattering parameters in the 
model were 

f = Q.i {' = 0.65; b = 0.2; ^0.35 

M e a s u r e m e n t s U s i n g R a d i a n t E n e r g y S o u r c e s 
In addition to the monochromatic scattering measurements just 

"-1.0 -0.5 0 0.5 
Scattering Cosine, / i 

Fig. 3 The measured phase function for scattering from an ice sample 
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described, measurements were also made of the radiant energy fluxes 
that result when an ice block is exposed to a light source with a spec
trum of wavelengths. Pig. 2(6) shows schematically the apparatus used 
in these studies. The two light sources used were a 600-W tungsten 
filament lamp and a 7.5 kW carbon arc "Solar Simulator." Mea
surements made with a monochromator showed that the tungsten 
lamp produced a 3000 K blackbody radiation and the solar simulator 
was close to a black body source at 5780 K at wavelengths between 
0.3 and 2.0 p. Outside this wavelength range absorption due to quartz 
windows and atmospheric water vapor was significant. The 2-mm 
thick water filter used with each source eliminated the variable and 
unknown nature of the spectrum at short and long wavelengths. The 
resulting spectra were incident on an ice block 15- X 15- X 12-cm 
thick. The ice block had three thermocouples frozen into it. To min
imize direct absorption of radiation by the thermocouples they were 
enclosed in polished stainless steel tubes. The sides of the ice block 
were also surrounded by polished stainless steel sheets to simulate 
as nearly as possible an infinite ice sheet. Clear ice blocks were made 
by slowly freezing distilled, deaerated water. To show the effects of 
scattering two ice blocks were produced by rapidly freezing water that 
had previously been aerated at 0°C. The later freezing method pro
duced a white ice with scattering coefficients as measured with the 
He-Ne Laser of 0.7-1.2 cm"1. 

In an experiment the ice block would be mounted in a controlled 
temperature cold chamber. The block would then be allowed to come 
to equilibrium with the chamber temperature, usually at —5 to —10°C. 
The radiation source was then turned on. A small, <0.1°C, rise in 
indicated temperature would occur immediately. This was assumed 
to be due to the direct absorption of energy by the thermocouples. A 
more gradual linear rise of temperatures was then observed. The rate 
of temperature rise during this period was used as a measure of the 
local rate of heating. That is 

Tungsten Source 

ce Samples 

O Clear 

D Cloudy |k, = 07cm"1) 

A Cloudy (It, = 1.2 cm"') 

Q = pCdT/dt (14) 

At longer times as temperature differences developed in the ice the 
rates of temperature rise again change. These changes were presum
ably due to the conduction of heat between various layers of the 
ice. 

An estimation can be made of the time at which heat conduction 
effects would be expected to become significant. That is, for a con
ducting slab exposed to a sudden change in conditions conduction 
would be expected to have a major effect on temperatures for times 
t > L2/a where L is the distance over which significant temperature 
variations occur and a is the thermal diffusivity of ice (1.24 mm2/s). 
For the temperature measurement point nearest the radiation source, 
significant differences in heating rate occur over distances of 10 mm; 
therefore, the time during which measurements of the heating rate 
can be taken is less than about 80 s. Fortunately, the heating rate is 
high in this region and results could be obtained in 10-20 s. At the 
center of the ice sample L is of the order of 60 mm and t is approxi
mately 50 min. That is, a much longer time span is available in order 
to obtain the measurement. The time constant for heat conduction 
to develop to the stainless steel reflector around the ice is also of the 
order of 50 min. 

As indicated in equation (14) the local rate of heating was obtained 
from the rate of change of the local temperature. Calculations made 
on the basis of a rate of change of a measured parameter introduce 
inevitable uncertainties into the results. To increase the accuracy of 
the results and to determine their repeatability, each data point that 
will be presented represents the average of at least three separate 
experimental runs. 

Measurements of the incident energy, qic, the transmitted energy, 
T, and the reflected energy, R, were also made. The transmitted and 
reflected energies for the high scattering ice blocks were obtained by 
taking measurements at a number of angular positions over the front 
and back of the ice block and integrating the measurements over the 
appropriate hemispheres. The angle range over which measurements 
of reflected energy could be made was restricted if the detector was 
not to interfere with the incident beam. The general result of these 
measurements was, however, that the transmitted and reflected dif-

5 10 20 50 100 

Ice Thickness (cm) 

Fig. 4 Reflection and transmission for an ice sheet exposed to a tungsten 
source 

fuse fluxes were very nearly isotropically distributed over their re
spective hemispheres and therefore good estimates of the total fluxes 
could be made with measurements made only at a limited number of 
angular positions. The results of these measurements will be shown 
along with the theoretical predictions in the next section. 

One area of concern was the fact that surface roughness or, in the 
case of ice, frost on the ice surface can have a large and relatively 
unpredictable effect on surface reflectivities. To overcome this dif
ficulty the ice surfaces were smoothed with a hot plate prior to the 
experiments. Measurements with a laser beam on the clear ice samples 
indicated that surface reflectivities were very close to the values given 
by the Fresnel relationships which were used in the theory. 

R e s u l t s 
Theoretical and experimental results for the fractions of the inci

dent energy that are transmitted and reflected from an ice sheet for 
a tungsten and a simulated solar light source are shown in Figs. 4 and 
5. The fraction of energy reflected or "albedo" of the ice can be in
terpreted as a measure of the total energy absorbed in the ice and its 
substrate. The substrate could be water for a lake or river or for at
mospheric icing it could be the structure on which the ice formed. 
Comparison of the two reflectivity figures shows that the fraction of 
the radiation from the tungsten source that is absorbed is greater than 
that for the solar source for all scattering coefficients and ice sheet 
thicknesses. Although the total fraction of energy delivered to the ice 
and substrate is greater for the tungsten source a comparison of the 
transmission figures shows that the fraction of the energy delivered 
to the substrate is greater for the solar source. These qualitative trends 
are due to the fact that the absorption coefficients of ice at the tung
sten radiation wavelengths are much larger than those for wavelengths 
at which the solar simulator radiation is emitted. 

Experimental results are also shown on Figs. 4 and 5 for a 12-cm 
thickness of clear ice and for two samples of cloudy ice ks = 0.7 and 
1.2 cm - 1 . These results are in rough agreement with the theoretical 
predictions. In particular, they would appear to verify that the theory 
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Fig. 5 Reflection and transmission for an ice sheet exposed to a solar ra
diation source 

gives approximately the right quantitative predictions for the very 
high scattering coefficients that can occur in ice. The poorest agree
ment between theory and experiment occurs for the case of clear ice 
subjected to solar radiation. The measured transmission for this case 
is about 20 percent less than predicted. This discrepancy could have 
been caused by the fact that the "clear" ice blocks could not be made 
completely free from scattering centers. As indicated by the theo
retical curves a small amount of scattering has a large effect on the 
transmission of the solar source. 

Figs. 6 and 7 show the internal heat generation, Q', produced by the 

Tungsten Source 
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O Clear 

D Cloudy ( ^ = 0 . 7 ^ " ' ) 
A Cloudy (k, = 1.2 cm-') 
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Fig. 6 The distribution with depth of the internal heating produced In an ice 
sheet by a tungsten source 

0.1 1.0 10 100 
Depth Into Ice (cm) 

Fig. 7 The distribution with depth of the internal heating produced in an ice 
sheet by a solar radiation source 

absorption of energy from the two radiation sources. The figures show 
Q' as a function of depth for a very thick ice sheet. Calculations were 
also made for thinner ice sheets, however, the only differences that 
occurred were within about one centimeter of the bottom of the ice 
sheet. This would indicate that the surface reflectivity of the interface 
at the bottom of the ice does not have a large effect on the distribution 
of heating produced in the ice. 

First examining the curves for clear ice. The tungsten source pro
duces substantially greater internal heating than the solar source at 
shallow ice depths. The heating produced by the two sources becomes 
equal only at a depth of 60 cm. It will be noted that for depths of 1 cm 
and more that log Q' is close to a linear function of log x implying a 
power law relationship, Q' = Cxa, as has previously been derived for 
radiant heating of water [14]. This is a substantially different func
tional dependence than the exponential behavior normally associated 
with the Bouquer-Lambert law. The difference is due to the spectral 
dependencies of the absorption coefficient and the incident light 
source. 

The long and short wavelengths are absorbed mainly in the depths 
of ice less than 1 cm. It is therefore the depth range 0 to 1 cm that is 
affected most by using a simulated solar spectrum as opposed to an 
actual solar spectrum. It is also the depth range that is affected most 
by the air mass that the solar light passes through before reaching the 
ice. 

The most interesting result is the effect of scattering on internal 
heat in the ice. The effect of scattering in the ice, as shown in Figs. 6 
and 7, is to increase the heating that occurs near the ice surface and 
to decrease the heating further down in the ice. This behavior pre
sumably results from the two opposing effects that scattering has. 
First the scattering tends to increase the path length of radiation that 
is in the ice and second the scattering tends to reflect more of the ra
diation back out of the ice. Because of these opposing effects of scat
tering its net effect on the internal heating in the ice is only important 
at very large ice depths. For example, ice with a scattering coefficient 
of 0.5 c m - 1 subjected to solar radiation experiences an order of 
magnitude decrease in internal heating between the surface and a 
depth of 10 cm. On the other hand assuming an exponential decay one 
might have predicted a e~5 decrease in the heating rate. Also of im
portance in determining the effects of scattering is the predominance 
of forward scattering. Radiatidn that is forward scattered experiences 
a longer path length in the ice before it can escape than does the 
backward scattered flux. It is, therefore, not surprising that increasing 
the fraction of forward scattering increases the internal heating and 
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decreases the albedo of the ice. Calculations, not included here, ver
ified this trend. 

Measurements made of internal heating showed the same trends 
as the predictions. In particular by comparing the results for the clear 
ice with those for the cloudy ice it can be seen that the scattering in 
the ice does in agreement with the theory, increase internal heating 
near the ice surface and decrease heating at larger depths. The actual 
measured values, however, tend to be higher than predicted partic
ularly for the solar radiation source. Each of the data points in these 
figures represents the average of three or more experimental runs. For 
any one data point the range between the highest and lowest value 
obtained was of the order of ±15 percent. The difference between the 
theory and experiment is somewhat greater than this range in the 
experimental results. The differences, however, probably do not re
flect inaccuracies in the theory but again are due to uncertainties in 
the properties of ice and of the incident radiation spectra. It will be 
noted that the amount of energy absorbed is only a very small fraction 
of the total incident energy. Measured at the midpoint of the ice block, 
6-cm depth, only one percent of the incident energy is being absorbed 
per centimeter of ice depth. 

Conclusions 
The predictions of the two flux radiation model were found to agree 

within 20-30 percent with the measured values for reflected and 
transmitted energies as well as for the internal heating in an ice sheet. 
By repeating all the experimental measurements at least three or more 
times the, repeatability of the measurements was found to be of the 
order of ±15 percent. This level of agreement between theory and 
experiment and observed degree of repeatability would appear at first 
sight to be relatively rough. It must be noted, however, that the phe
nomena under study do vary by two or more orders of magnitude over 
the range of parameters in the experiments and thus inaccuracies of 
the order experienced are relatively insignificant compared to the 
range in the values measured. The inaccuracies in these radiation 
measurements can be attributed mainly to the statistical nature of 
the scattering phenomenon and uncertainties in the properties of ice 
and of the spectra of the radiation sources. Fortunately, for most 
practical calculations the accuracy obtained is probably adequate. 

The model does successfully show the differences in the radiative 
heating produced by the tungsten as opposed to the solar radiation 
source. The tungsten source produces the larger heating near the ice 
surface. The solar source on the other hand has the greater penetration 
into the ice sheet and through to its substrate. This behavior is not 
surprising considering the fact, as seen in Fig. 1, that the wavelength 
at which the maximum solar intensity occurs coincides almost exactly 
with the minimum in the absorption coefficient of ice. Alternatively, 
the tungsten source has a much larger portion of its radiation in the 
near infrared where the absorption coefficient of ice is larger. The 
most interesting results concern the effects of scattering on the in
ternal heating generated in the ice. It was found that scattering in the 
ice in spite of the fact that it causes more of the radiation to be re
flected out of the ice, can actually cause an increase in radiative 
heating in an ice slab at least near the ice surface. This increase in 
heating occurs because scattering lengthens the path length that the 
radiation experiences in traversing the ice slab. In effect a radiation 
"trapping" due to scattering is occurring. 

These results provide some guidance in the choice of a radiation 
source to use in deicing applications. A radiation source could be used 
to remove ice either by melting its bond to the substrate on which it 
formed or by producing internal melting in the ice itself. If the object 

is to destroy the bond between the ice and its substrate the solar 
source would be best because of its greater penetration. Alternatively, 
if the object is to weaken the ice by producing internal melting a 
tungsten source would probably be more efficient. One concern about 
using a radiation source for deicing applications is the effect that 
scattering in the ice would have on the transmission of the radiation. 
Ice resulting from atmospheric icing would normally have a fairly high 
scattering coefficient. The results in this paper show that even a small 
amount of scattering can greatly reduce the transmission of solar light 
and thus decrease the effectiveness of a solar source in melting the 
substrate bond. On the other hand scattering may actually be helpful 
when a tungsten source is used to produce internal melting in that the 
scattering enhances internal heating for shallow ice depths. 

For ice covers on lakes and rivers temperature profiles have been 
observed to be considerably altered by the effects of solar heating [15]. 
The predictions in this paper show, however, that only a small fraction 
of the incident energy goes to produce internal heating in the ice at 
depths from 10 to 100 cm. The large effects of this internal heating 
on the temperatures presumably occur because the heat absorbed in 
the center of an ice sheet is only very slowly conducted out. To 
quantify these assumptions calculations of the temperature profiles 
and of the internal melting due to solar radiation could now be made 
using the predicted internal heating as a function of depth in the ice 
along with the heat conduction equation. In this regard some modi
fication of the heat generation function is required to account for a 
non-normal incident flux. 
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Freezing-Controlled Penetration of 
a Saturated Liquid Into a Cold Tube 
The penetration of a saturated liquid (a liquid at its freezing temperature) into a tube 
that is initially empty and maintained at a temperature below the freezing temperature 
of the liquid is treated theoretically and experimentally. A convenient approximate 
method is introduced which involves postulating a reasonable functional form for the in
stantaneous shape of the frozen layer along the tube wall. Graphical velocity-time and 
penetration distance-time curves are presented displaying the principal effects of a single 
dimensionless parameter. In the limit of negligible liquid inertia, shown to be relevant to 
high Prandtl number materials, a closed-form expression for the liquid penetration length 
is obtained. The expression compares well with the experimental results. 

1 Introduction 

A number of researchers have reported experimental and analytical 
studies of the freezing of a flowing liquid in a cold tube. Zerkle and 
Sunderland [l]2 presented experimental results on liquid solidification 
in the thermal entrance region of a laminar tube flow under steady-
state conditions. They calculated the steady-state shape of the frozen 
layer (or crust) and the freezing section pressure drop by recognizing 
that the problem can be treated as a Graetz type. Mulligan and Jones 
[2] and Depew and Zenter [3] also conducted experimental investi
gations of solidification in steady thermal entrance region flow. The 
determination of the conditions that will lead to a complete freeze 
blockage in such a flow was considered by DesRuisseaux and Zerkle 
W. 

Several workers have studied the transient growth of the frozen 
layer for the case where a fully developed tube flow is suddenly dis
turbed by the introduction of a uniform and steady subfreezing 
temperature along a certain length of the tube wall. Ozisik and Mul
ligan [5] and Bilenas and Jiji [6] presented solutions by assuming that 
the liquid mass flow rate is independent of time. Chun, et al. [7] 
published an analytical and experimental study of transient flow in 
a cylindrical freezing section. The time required for complete occlu
sion of the tube was measured. Martinez and Beaubouef [8] assumed 

1 Based in part on a dissertation to be submitted to the faculty of North
western University by A. Yim in partial fulfillment of the degree of Master of 
Science. 

2 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
October 8,1976. 

the pressure drop in the freezing section to be a linear function of the 
liquid flow (as would occur in systems equipped with a linear pump) 
and obtained detailed numerical solutions which describe the con
ditions leading to complete blockage of the tube flow. 

A closely related problem of importance to fast nuclear reactor 
safety analysis is the transient freezing of a liquid as it penetrates into 
a long, initially empty, cold channel or tube [9]. This problem differs 
from those mentioned in the foregoing in that the freezing length 
increases with time. Cheung and Baker [10] conducted a series of tests 
in which various liquids were allowed to flow under gravity into long 
copper tubes cooled by liquid nitrogen or by a dry ice-acetone bath. 
Different constant driving heads in the liquid reservoir were used, and 
the penetration distances were measured. Recently, Madejski [11] 
obtained a simple solution to the penetration and freezing of a liquid 
at its fusion temperature in a cold channel. His analysis is based on 
the assumption that the pressure drop over the instantaneous freezing 
length is the same as in channels of constant cross section. 

The purpose of this work is to provide approximate predictions of 
the penetration of a saturated liquid (a liquid at its freezing temper
ature) into a cold tube before solidification is complete. The tube is 
initially empty and maintained at a constant subfreezing temperature 
below that of the liquid. A potentially useful closed-form expression 
for the penetration length is obtained in the extreme of negligible 
liquid inertia. This expression gives reasonable agreement with 
penetration lengths obtained experimentally. 

2 Physical Model and Method of Solution 
In keeping with our objectives, we consider the transient flow and 

freezing system shown in Fig*. 1 (a schematic diagram of the apparatus 
used in reference [10] and in this study). The reservoir (or tank) 
contains a liquid at its freezing temperature T/ (saturated liquid) 
having density p and kinematic viscosity v. At time t = 0, the liquid 
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Fig. 1 Schematic of physical configuration and instantaneous frozen layer 
profile, Indicating nomenclature 

is allowed to drain out at the bottom of the tank and enter a cold tube 
at temperature TU,(T„, < Tf). The problem is formulated by asking 
what the flow penetration length X(t) is at the moment solidification 
is complete in the tube inlet region. The tank is sufficiently large so 
that the liquid level is maintained at a constant height H above the 
outlet during the penetration. In addition, the liquid flow-freezing 
process is subject to the following set of simplifying assumptions. 

(Al) It is assumed that most of the liquid penetration occurs 
under turbulent flow conditions; i.e., the liquid flow is initially highly 
turbulent. Moreover, the growing solid-liquid interface is smooth and 
the turbulent friction factor is given by the Blasius formula. A dis
cussion of the expected accuracy of this approximation is postponed 
to Section 6. 

(A2) The temperature of the liquid-solid interface is constant and 
equal to the liquid freezing temperature. The wall temperature T„. 
is sufficiently below the liquid fusion temperature so that the effect 
of local supercoolings is negligible. 

(A3) All physical properties are considered constant, and the 
densities of liquid and solid deposit are taken to be the same. 

(A4) The pressure loss in the entrance region of the tube can be 
neglected. This implies: (i) the entrance from the reservoir to the tube 
is well-rounded, (ii) the loss due to the contraction in the tube cross 
section in the entrance region of the freezing zone is negligible.'1 In
terestingly enough, the shape of the frozen crust is such that the "crust 
tube" has a natural well-rounded entrance [see Fig. 1 and Assumption 
(A7) in the following]. For well-rounded entrance geometry the en-

:i In an actual laboratory apparatus, a short insulated tube section (not shown 
in Fig. 1) must separate the reservoir and freezing zone. 

trance loss is less than 5 percent of the pressure loss associated with 
converting the pressure "energy" within the reservoir into velocity 
"energy" (% pU2) at the tube entrance [12]. The latter pressure loss 
is fully accounted for in the present analysis. In general, from the 
results of the analysis, it is found that all such pressure losses may be 
neglected compared with the frictional loss when the ratio of the 
penetration length, X, to the tube diameter, D, satisfies the inequality 
4fX/D > 1.6, where / is the friction factor. 

(A5) The complex "tumbling" flow pattern that must exist in the 
vicinity of the penetrating liquid flow front at z = X is ignored. De
partures from the Blasius friction law in the vicinity of the advancing 
liquid front are to be expected. Here the liquid layers in the core of 
the tube must advance over the slower moving layers near the tube 
wall so that there must be a continual "tumbling" of liquid down (or 
up) the flow front, which advances over the wall. No solution of this 
problem has been made, although one anticipates that the mathe
matics might be something like an inverse entrance region problem 
with the friction coefficient given by a quasi-steady approximation 
(such as (Al)) just several tube diameters behind the flow front. 

(A6) The tube wall has negligible thermal resistance and is 
maintained at constant temperature T,„. 

(A7) During the entire transient, the solidified layer is thin 
compared with its extension in the direction of flow so that heat 
conduction in this direction is negligible. In addition, the axial cur
vature of this layer is sufficiently small so that the pressure drop over 
the instantaneous freezing length depends only on the axial position 
z. It should be noted that the one-dimensional conduction approxi
mation in the solid phase breaks down in the vicinity .of the tube en
trance. For a saturated liquid flow, however, axial conduction effects 
will die out within an axial distance less than the instantaneous crust 
thickness. Physically, this means that the crust thickness, starting 
from zero thickness at z = 0, passes through a maximum value [Ro — 
ti(t)] within a very short distance of the tube entrance. This is illus
trated in Fig. 1. This negligible behavior in the immediate vicinity of 
the tube entrance is ignored, and it is assumed that R = & at z = 0. 

For a saturated liquid, convective heat exchange at the solid-liquid 
interface is absent so that the growth of the solid layer is not in
fluenced by the local flow. The local crust thickness [or radial interface 
location R(z, t)], however, does depend on the time of arrival of the 
flow front. Meanwhile, the flow front velocity X(t) is dependent on 
both its position, X(t), and the instantaneous crust shape R (z, t). This 
coupling between crust growth and fluid flow results in a second order 
nonlinear integro-differential (momentum) equation for X(t). To 
determine X{t) the crust shape R(z, t) should be determined simul
taneously with X(t) from the one-dimensional conduction equation 
applied to the frozen layer. In order to avoid this formidable compu
tational problem, we postulate a reasonable functional form for the 
axial dependence of the liquid-solid interface location R (z, t) in terms 

..Nomenclature-
a-= crust profile exponent; equation (13) 
A = dimensionless penetration parameter; 

equation (18) 
B = solidification parameter; equation (17) 
c = heat capacity 
D = tube diameter; Fig. 1 
/ = friction factor; equation (12) 
Fm(5/Ro) = radial liquid-solid interface 

location function; equation (15) 
g = gravitational constant 
H = liquid level in reservoir; Fig. 1 
L = latent heat of fusion 
Pt = pressure above liquid reservoir; Fig. 1 
Pe = pressure at tube inlet; Fig. 1 
Po = initial pressure in empty tube; Fig. 1 
Pr = Prandtl number 
r = radial coordinate 

R - radial location of liquid-solid interface; 
Fig. 1 

Ro = D/2, tube radius 
Re = (2AP/p)mD/v, Reynolds number based 

on pressure drop AP 
s = dimensionless location of advancing liq

uid front; equation (20) 
t = time 

T/ = freezing point of liquid 

Tw = temperature of tube wall 

u = axial component of velocity 
U = fluid velocity in tube entrance region 
v = radial component of velocity 
X = location of advancing liquid front; Fig. 

1 
X = velocity of advancing liquid front 

y = dimensionless radial location of liquid-
solid interface; equation (21) 

z = axial coordinate measured from tube 
inlet; Fig. 1 

a = thermal diffusivity 
<5 = radial location of liquid-solid interface at 

tube inlet; Fig. 1 
AP = total pressure drop; equation (10) 
v — kinematic viscosity 
p = density 
T = dimensionless time; equation (19) 
T' = shear stress 

Subscripts 

( = liquid 
p = at completion of freezing 
s = solid 
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Fig. 2 Normalized instantaneous frozen layer thickness profiles; shaded area 
represents tube wall and t. refers to tube centerllne 

of &(t) and X(t). With this approach, we do not attempt to satisfy the 
conduction equation within the entire frozen crust nor accurately 
predict R(z, t) as part of the solution to the penetration problem. 
Instead, the approximate nature of the crust shape is inferred from 
the reasoning given in the following. Clearly, at every instant, the 
solid-layer profile is such that its thickness is maximum in the cold 
tube inlet region (see (A7)) and decreases monotonically to zero at the 
leading edge of the penetrating fluid. Moreover, since the flow velocity 
X(t) must decrease with time while the crust thickness is everywhere 
increasing with time, the crust shape must be convex (as viewed from 
the liquid region) and, therefore, must fall between two bounding 
profiles: a linear crust profile and a uniform crust profile (see Fig. 2).4 

It is evident that substituting a linear profile into the momentum 
equation will yield an upper bound for the flow penetration length, 
Xp, since this profile provides the maximum cross-sectional area for 
flow. On the other hand, a uniform profile will yield a lower bound for 
Xp. As will be shown in Section 4, the upper and lower bounds are 
sufficiently close together so that the choice of a profile that lies ap
proximately midway between the bounding uniform and linear pro
files will yield results shown to be within 20 percent of an exact cal
culation, indicating that a rigorous solution for the crust shape is not 
mandatory. 

Utilizing this profile technique, the governing integro-differential 
momentum equation is replaced by an ordinary differential equation. 
This is combined with an available approximate solution for the radial 
location of the solid-liquid interface in the inlet region of the cold tube, 
S(t), and integrated numerically and in closed form for tractable 
limiting cases of practical importance. 

3 A n a l y s i s 
In this section we derive the equations governing the penetrating 

tube flow incorporating the assumptions of Section 2. The velocity 
field in the transient tube flow must satisfy the mass conservation 
relation 

I S , , du 
{ru) + — = 0 

r dr dz 

the momentum equation for the 2-direction 

du du du 1 dP 
ho V u — = • 

dt dr dz p dz 

and the boundary conditions 

u = 0, u = 0 a t r = rT; and v •• 

1 d 
- - ( r V ) 
pr dr 

du 
0, — = 0 at r = 0 

dr 

(1) 

(2) 

(3) 

If eq/iations (1) and (2) are multiplied by r and integrated from ; 
0 to r = R(z, t) , we derive the following integral equations 

d_( PR 

dt \Jo 
rudr) + 

dz w o 

/ dz \Jo 

rudr} 0 

ru2dr) + + R-

(4) 

; 0 (5) 
2 p dz p 

In arriving at equation (5), the continuity equation was used to 
eliminate the term foR vdu/drrdr in favor of V2 foR du2/dzrdr. 

Now the integrals appearing in equations (4) and (5) can be calcu
lated from experimental velocity profiles (e.g., the Vz-power law); but 
in problems dealing with turbulent flow a slug-flow axial velocity 
profile u = u(z, t) is a very good approximation. With this choice of 
profile the continuity equation becomes (see (A7)) 

uR2 = f/52 = XR0
2 

(6) 

where U is the fluid velocity at the tube entrance and X is the average 
flow velocity at the leading edge. The momentum equation be-

Rl dt \R/ Ldz \R/ J p dz 7R-Q (7) 

Integrating equation (7) with respect to z from z = 0 to z = X(t) and 
making use of Torricelli's law [12], which gives approximately the 
velocity U in terms of the height of the liquid in the reservoir and the 
pressure difference Pt — Pe, viz.5 

U=l2(P,-Pe)/p + 2gHY 

we obtain 

[s:®'«] dt 2 p "J" 
pJo 

* - r f - — 
a R p 

where AP is defined as 

&P = Pt - P0 + pgH 

In view of (Al) we locally apply the shear stress definition 

T =~fpU2 

(8) 

(9) 

(10) 

( ID 

where /, the friction factor, is considered to be well-described by the 
Blasius formula: 

/ = 0.0791 (TT" (12) 

Evaluation of the integrals in equation (9) requires a knowledge of 
the variation of the interface location R{z,t) along the tube. Of course, 
the interface location is unknown and should be calculated as part 
of the solution of the freezing problem. As mentioned is Section 2, 
while this approach is numerically tractable, it is much more conve
nient to postulate a reasonable functional form for the axial depen
dence of the interface location and transform equation (9) into an 
ordinary differential equation. In particular, we consider the following 
class of profiles for the normalized crust thickness: 

R _ I S \ / 2 \ " 

~R~o~ 1~ V ~R~J \ ~ X / 
(13) 

• Equation (13) satisfies the conditions R = S at z = 0 (see (A7)) and 
R = Ra at 2 = X. The exponent "a" appearing in the above equation 
takes on values in the range 0 < a < 1. As shown in Pig. 2, when a = 
0 the solid phase is deposited uniformly''—a freezing process which 
is unlikely. We have a square-root solidification profile and linear 

4 This is readily seen, for example, in a channel geometry. For demonstration 
purposes, assume X(t)~tl/n where ra > 1. Nowfto- R(z, t) ~ (( — t')l/2, where 
V is the time for the flow front to arrive at axial location 2 [i.e., X(t') = z). After 
some algebraic manipulation, we obtain the convex crust shape H/RQ - 1 — (1 
- b/R0)[l - (zlXYfl\ 

5 Equation (8) is valid when the |inetic energy of the liquid in the tank is small 
compared with its potential energy. This is usually the situation when the 
cross-sectional area of the tube is small compared with that of the tank. 

6 It should be noted that the pressure drop approximation employed in |ll] is 
equivalent to the selection of a uniform crust profile. 
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profile for a = lk and a = 1, respectively. Thus, the profiles given by 
equation (13) span the entire range of physically possible profiles (see 
Section 2). 

In the discussion that follows we will concern ourselves with the 
crust profile corresponding to a = lf>, though results will be presented 
in Section 4 for the a = 0 and a = 1 cases. Substituting equation (13) 
into the integral coefficients in equation (9), and with the help of 
equations (6), (11), and (12) the equation of motion for the penetrating 
liquid becomes 

XF2WR0)-(-?-) + 
dt \AP/p/ 

X2 

APIp) 2AP/p 
-+0.1582Re- | / 4 

\V2AP/p/ 

X_ 

' f lo 
i?19/4(«/flo) = 1 (14) 

where 

\Ro> (1 - d/RoY 
[[(a/7?0rm + 1 - l ] / (m - 1) 

l(S/R„)~'"^ - l ] /(m - 2)] (15) 

To complete the system of equations it remains to specify the radial 
location of the solid-liquid interface at the inlet to the cold tube, viz 
&(t). Clearly, the crust growth behavior in the inlet region is equivalent 
to the problem of freezing a saturated liquid inside a cylinder. The 
problem of the inward freezing of a circular cylinder has been treated 
in numerous papers (see, e.g., [13, 14]). Stefan [14] utilized an ap
proximate collocation method which takes full account of the move
ment of the phase conversion front and transient heat conduction 
within the frozen layer. For freezing a saturated liquid inside a cyl
inder this technique yields the inverted solution (see equation (37) 
of reference [14]). 

2(6/i?o)2 In (5/Ro) - (<5/fl0)
2 + 1 

4 a* 
= —-, [[1 + 2c.,(T/ - T„ ) /L] '« - l ] t (16) 

Ho-

A comparison of equation (16) with numerical results [13] shows that 
the error is less than ~20.0 percent. This solution is to be employed 
in the present study. 

. It is now convenient to introduce the following set of dimensionless 
parameters and variables: 

B = [1 + 2c.,(7> - T,„)/LY'2 - 1 

, _ ™ „ r R e ' , / 4 P i W « s ) 

B 

16cv,B 
TS —t 

D2 

16B 

RePr(«,AO 
5 

X 

D 

Ro 

(17) 

(18) 

(19) 

(20) 

(21) 

From equations (14)-(16), the following dimensionless equation of 
fluid motion is obtained 

2sF2(y) -
d2. O' ds \ W 

2 + ( _ j + AsF19M(y) (f) (22) 

where 

F,„(y) 

and 

( i - y ) 
; ](y-" '+ 1 - l ) / (m - 1) - (y- ' " + 2 - l ) / (m - 2)] 

(23) 

2 y 2 l n ( y ) - y 2 + l = r (24) 

The behavior of the dimensionless penetration distance s is seen to 
depend only on the dimensionless parameter A. While equations 
(22)-(24) are analytically tractable in two special limiting cases (see 
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Fig. 3 Effect of penetration parameter A on advancing liquid front veloc
ity—time histories 

the following), in general they are more conveniently dealt with nu
merically by transforming equation (24) into a first-order differential 
equation. Equations (22) and (24) are readily treated as a system of 
three first-order differential equations defining the T-evolution of the 
dependent variables s, ds/dr, and y subject to the initial conditions 
s = 0, ds/dr = 1 (see equation (8)), and y = 1 when T = 0. 

4 R e s u l t s and D i s c u s s i o n 
Typical results for a square-root solidification profile (o = '/;), 

showing the effects of the dimensionless parameter A on the evolution 
of penetation velocity and distance, are displayed in Figs. 3 and 4. It 
can be shown that A is the ratio of the time it takes for solidification 
to be complete at the tube entrance, D2/(16asB), to the time necessary 
for the development of the turbulent velocity profile, ~D/(fV2AP/p). 
When A is very small [i.e., A ->• 0], complete occlusion of the tube layer 
occurs before the retarding frictional effect of the growing frozen layer 
begins to be felt. In this case the flow velocity is practically constant 
and the liquid penetration is seen to increase linearly with time. 
Conversely, if A » 1, fluid inertia is small in comparison with the 
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Fig. 4 Effect of pentration parameter A on advancing liquid front location-
time histories; dashed curve obtained from equation (25) 
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Fig. 5 Effect of frozen layer thickness profile on final liquid penetration length; 
dashed curve obtained from equation (25 ) 

frictional force. In the limit / ! - * « , after neglecting the inertia terms 
in equation (22), the penetration distance can be calculated from the 
integral relation 

for A»l (25) 

where the dimensionless crust location y is related to r via equation 
(24). This expression is plotted in Fig. 4 for A = 10.0. 

The dependence of the final penetration length sp on parameter 
A is illustrated in Fig. 5 for crust shape exponents a = 0, %, and 1. Had 
we postulated a linear crust profile (i.e., a = 1.0) for the axial variation 
of the interface, the predicted sp would still be within 10 percent of 
that predicted using the square-root profile. Even in the nonphysical 
extreme of an instantaneous uniform crust thickness (o =0) , sp falls 
below the square-root result by less than 20 percent. Since the actual 
crust shape lies between the uniform profile (a = 0) and the linear 
profile (a = 1), we conclude that the error associated with the 
square-root profile is less than 20 percent. It is interesting to note that 
the work of reference [8] suggests that more detailed numerical 
analysis which solves for the crust shape can involve maximum errors 
as high as 15 percent. The approximation used in the present analysis 
thus represents a useful tool in treating problems of this type. 

With regard to limiting behavior, if A is so small that ds/dr is 
constant during most of the fluid penetration period, then sp will be 
nearly unity. In terms of the physical variables (see equation (20)), 
we have 

D 16B 
for A « 1 (26) 

In the extreme A » 1, we integrate equation (25) between the limits 
y = 0 and 1 by, say, Simpson's rule to obtain the closed-form result 
s = 0.584/4 ~4/11 —or in terms of the physical variables 

17/11 
^ = 0.155 Re 8 / U 

D 

j-PrWa,.)!? 
for A » 1 (27) 

As shown in Fig. 5, equation (27) represents the penetration length 
for values of parameter A as low as 1.0. This leads us to expect negli
gible inertial limitations when 4fXp/D > 1.0. 

5 E x p e r i m e n t a l M e t h o d 
The experimental apparatus (see Fig. 1) and procedures used are 

essentially the same as those used in reference [10]. There are, how
ever, a few exceptions: first, the reservoir containing the saturated 
liquid is pressurized up to ~ 1 atm so that the liquid flows into the cold 
tube under the influence of both gravity and a pressure gradient. 
Second, in correlating the data the characteristic velocity is based on 
measured AP values (as suggested by the theory given in the forego
ing), rather than the measured average flow velocity used in reference 
[10]. The cold tube consists of a copper coil immersed in a bath of 
liquid coolant. When the tube is cooled to the bath temperature, a 
valve which separates the coil and reservoir is opened to initiate the 
flow of liquid. The valve is located in a short connecting tube (not 
shown in Fig. 1) which separates the reservoir and freezing coil. The 
reservoir is constructed of glass, with a convergent glass nozzle in the 
wall near the bottom which feeds the connecting tube. The liquid 
penetration before freezing is obtained by measuring the difference 
in weights of the copper coil before and after penetration. The prin
cipal working fluid used in this study was Freon 112A which melts at 
40.5°C. The penetration data for Freon 112A compares well with 
equation (27), as shown in Fig. 6. Experiments were also carried out 
with both water and benzene flows. The predicted penetration lengths 
fall below the experimental data, due undoubtedly to the difficulty 
in maintaining a constant tube-wall temperature with these materials. 
The Biot number, or index of the relative resistance to heat transfer 
in the boiling liquid nitrogen and in the growing frozen layer, is ~0.09 
for Freon 112A. This is to be compared with Biot numbers of 0.4 and 
1.6 for benzene and water flows, respectively. 

6 C o n c l u d i n g R e m a r k s 
The turbulent flow assumption (Al) and, therefore, equations (11) 

and (12) are not expected to be applicable when the local Reynolds 
number falls below ~2100. However, it is intuitively clear that if the 
initial Reynolds number, Re = V2AP/pD/e, is sufficiently large most 
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of the liquid penetration will occur in a turbulent manner. For ex
ample, utilizing our solutions, it can be shown that the liquid will 
travel 80 percent of its final penetration length, Xp, before transition 
from turbulent to laminar flow takes place near the tube entrance 
if 

(1200 ( e' M A > 2 

The experimental initial Reynolds numbers reported here are in the 
range 104-10s. 

Even when the local Reynolds number exceeds 2100, the classical 
Blasius formula for fully developed turbulent tube flow can, at best, 
only represent a reasonable approximation to the drag force during 
transient liquid penetration since the cases are not identical. The error 
incurred by using the Blasius equation could be most serious when 
A is small. For sufficiently short liquid penetration, a transient lam
inar component of the shear stress, viz. T' = u/(init)l/2, may arise and 
considerably exceed the quasi-steady turbulent value used here. On 
the other hand, the results of experimental investigations into de
celerated turbulent pipe flow suggests that the friction factor can be 
less than the equivalent steady value (see, e.g., reference [15]).7 The 
problem of unsteady turbulent pipe flow has not yet been adequately -
resolved in the literature [16]. Actually, even if the quasi-steady 
Blausius friction law is justified, a hydrodynamic entrance length on 
the order of 10D is present over which appreciable departures from 
this law are to be expected. A detailed treatment of the development 
of a penetrating tube flow based on the full equations of motion in
cluding viscosity seems to be too complicated to be practical. In the 
absence of sufficient information on the details of the flow, the as-

1 sumption that r' is well-represented by equations (11) and (12) is 
probably best. 

In particular systems of experimental interest, it may be necessary 
to relax the isothermal tube wall Assumption (A6) [see Section 5]. 
Moreover, in fast reactor safety applications, the inside surface of the 
tube wall may melt upon contact with the penetrating liquid [17]. 
Both of these extensions are readily handled using the present 
method. It is recognized that the crust profile method exploited here 
will not apply when the liquid entering the tube is at a temperature 
higher than the freezing point (superheated). In this case complete 
occlusion of the tube with frozen material ultimately occurs at some 
location between the inlet and the leading edge of the liquid flow. 
Calculation of the penetration distance in this most general situation 
is quite difficult but would constitute a useful next step. 

7 In reference [15] the flow transient was preceded by an initial period of 
steady turbulent pipe flow. Our problem is further complicated by the presence 
of an advancing interface (see (A5)). 
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Study of Frost Properties Correlating 
With Frost Formation Types 
Frost formation process was studied by photographic observation, and frost formation 
types were classified into several groups according to their structure in the temperature 
range of 0 ~ —25°C. Frost properties, density and effective thermal conductivity, were 
clarified in connection with the classified frost formation types, and the prediction of the 
thermal conductivity was performed by the presented structural model of a frost layer. 

1 Introduction 

Frost deposition is an important phenomenon in the cryogenic 
industries in connection with gas coolers, refrigerators, freeze-out 
purification, etc. When humid air is exposed to a cold surface, whose 
temperature is below 0°C, frost deposition occurs and continues to 
accumulate on the surface. In general, this kind of problem should 
be treated as a moving boundary problem to predict heat and mass 
flux from a gas stream to a deposit surface, but cannot be solved 
simply because of lack of information about frost thermal properties. 
Trammell, et al. [I]1 have studied the effect of velocity, humidity, and 
temperature on frost formation and have discussed the density profile 
in a frost layer. Brian, et al. [2] and Reid, et al. [3] have determined 
the frost density and the thermal conductivity taking account of the 
internal diffusion of water vapor in a frost layer. Biguria, et al. [4] have 
presented correlations to estimate the frost density and their thermal 
conductivity, concentrating on the observed behavior of the frost 
crystal deposit in the early stage of frost formation. In spite of these 
researches, the frost properties have not been clarified in detail up 
to now. Since the frost formation process is influenced by time and 
by the history of frost layer, the nature of the frost formation process 
is too complicated to be decided briefly for constant environmental 
parameters. Therefore, in order to discuss the properties of the frost 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
July 19,1976. 

layer whose nature is very complicated, there is need of a study cor
responding to the phenomena. 

The study reported in this paper is concentrated on the relation 
between the frost properties and the frost formation phenomena. In 
the first place, the growth of a frost layer was investigated by the 
photographic observation, and the type of frost formation was clas
sified into the several groups according to their structure, taking ac
count of the crystal growth to some extent. Next, the frost density was 
clarified phenomenologically in connection with the classified frost 
formation types, and the frost thermal conductivity was predicted 
using a simple theoretical model of a frost layer. The experiment of 
frost deposition was carried out on the fixed position of a flat plate, 
which was parallel to flow, under forced convection, but the local study 
over the whole plate was not performed. As the range of this experi
ment, the temperature of the cryosurface is from 0 to —25°C, the 
temperature of the main stream is from 15-30°C, its humidity is from 
0.0045 to 0.01 Kg/Kg', and its velocity is from 1.0 to 6.0 m/s. 

2 Experimental Apparatus and Procedure 
The experimental setup is described in Fig. 1. The air stream which 

enters the 1500-mm long test section through 250- by 250-mm 
opening, passes through a temperature-humidity controlling section 
and a blower, and is recirculated back to the test section through 
regulating fins, a number of screens, and a convergent section. The 
test section is made of 5-mm thick acryl plate and has a removal top 
to facilitate the photographic observation. The test plate, which is 
made of stainless steel plate 95-mm wide, 1000-mm long, and 21-mm 
thick is situated in the test section. The plate is cooled with ethylene 
glycol water solution and its surface temperature is maintained at 
constant within ±0.2°C during a run. 
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layer whose growth rate varies with the frost formation conditions.
These expressions used here are named as a matter of convenience
by authors, and are not popular in this field.

In the crystal growth period, a thin frost layer covers the cryosurface
at first (Fig. 2(a)). Next, frost crystals, which are relatively far apart
from each other, generate on the thin frost layer, and grow in a vertical
direction at about the same rate. Namely, the frost formation in this
period is almost characterized by the crystal growth in linear di
mension, then the frost becomes like a forest of trees without the
growth of a homogeneous layer (Fig. 2(b) and 2(c)).

In the frost layer growth period, the rough frost, which is a cluster
of rod type crystals, changes its shape by the generation of branch

,around the top of a crystal or by the interaction of each crystal (Fig.
2(d) and 2(e)), and then grows gradually into a meshed and more
uniform frost layer until the frost surface becomes nearly flat (Fig.
2(f)). In this period, the frost density increases with the growth of frost
layer, because of three-dimensional growth, and the internal diffusion
of water vapor in the frost layer.

In the frost layer full growth period, the frost layer does not change
its shape especially until the frost surface temperature comes to o·e
due to an increase in frost thermal resistance. The frost surface then
begins to melt. The melted water soaks into the frost layer and freezes
into the ice layer. The melting and freezing cause a sudden increase
in the frost layer density and a sudden decrease in its thermal resis
tance, and the frost deposition occurs again. Then a cycle process of
melting, freezing, and deposition often continues periodically until
the frost formation stops when the equilibrium condition of heat
transfer is reached (Fig. 2(g), 2(h), and 2(i)). Namely, in this period,
the frost layer becomes a dense and tight layer, and ripes into the aged
frost.

The process of the frost layer growth is divided into the three
characteristic periods as described in the foregoing, but this process

1000 670 400 200 0

Measurements and photographic observations are made at the
three fixed positions, as shown in Fig. 1, at frequent intervals. As for
the frost properties, measurements are made at the fixed position,
670 mm from the leading edge. Frost surface temperature is measured
to ±0.2°e with copper-constantan thermocouple, 25wp, by physical
contact between thermocouple and frost surface. Heat flux is obtained
by a comparative method of measuring heat flux passed across the
test plate. A cathetometer is used to measure frost height. Turbulence
intensity and air velocity measurements are made with a hot-wire
anemometer. The turbulence intensity of the main stream was about
0.5 percent for a stream at 6.0 m/s. Its distribution in the boundary
layer was not measured.

3 Classification of Frost Formation Types
3.1 Frost Formation Process. Fig. 2 shows the typical results

of the frost formation process obtained by the photographic obser
vation. The mechanisms of frost formation are complicated due to
the effects of many environmental parameters, but the frost formation
process itself is something common and can be divided largely into
three periods: "crystal growth period," "frost layer growth period,"
and "frost layer full growth period." Such a division of the frost for
mation process has not been done in the past, however, it seems to be
effective in order to relatively compare the complex nature of the frost

Fig. 1. Experimental setup: 1 blower 2 screen 3 honeycomb 4 test section
5 test plate 6 pump 7 brine tank 8 refrigerator g regulallng fin 10 tempera
ture-humidity controlling section

_____Nomenclature' _

A, B, e, D = frost formation types
C = concentration of water vapor
t>C = concentration difference between a

main stream and a cryosurface
D = diffusion coefficient
Kg/Kg' = absolute humidity
L = frost height
LH = latent heat
p = pressure
p, = saturation vapor pressure
R = gas constant

t = temperature
T = absolute temperature
u = stream velocity
Ci = proportion of cross-sectional area of frost

columns
Ciice = proportion of cross-sectional area of ice

columns
() = time
A = thermal conductivity
Aeff = effective thermal conductivity of frost

layer
Ag = thermal conductivity of air in taking

account of water vapor diffusion
p = frost density

Subscripts

air = air
comp = ice-air composite part
ice = ice column
s = cryosurface
00 = main stream
- = representative value at the end of "frost

layer growth period"
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Fig. 3 Classification of frost formation type 

does not appear uniformly over the whole plate and is varied with 
longitudinal position. The frost layer grows faster in the upstream 
than in the downstream of the plate even for the same condition, and 
each period appears gradually from the front to the rear of the plate. 
This means that the time required for each period varies not only with 
the frost formation conditions but also with the frost deposit position. 
For example, the time required for the crystal growth period is about 
10 s in the brief case, or about half an hour in the long case. This can 
be explained by the rate determining concepts of the linear growth 
rate of pillar-shaped crystal and the rate of mass transfer to the top 
of it, but the explanation is omitted here [5]. 

3.2 Classification of Frost Formation Types, The process of 
frost formation described previously was studied by a macroscopic 
observation. Comparatively, however, the detailed mechanism of frost 
formation and the shape of frost layer during each period are different 
in a microscopic viewpoint by the various frost formation conditions. 
Here, frost formation is classified into several types according to the 
structure in taking account of the clarified frost formation process. 
In classifying the frost formation types, the following are focused on: 
(1) The shape of crystals in the initial stage of frost formation, the 
presence of the transition from the rod type crystal to the feather type 
crystal and the state of its transition at the end of the crystal growth 
period. (The end of the crystal growth period means phenomenolog-
ically one of common representative time. Namely, the frost layer, 
whose growth rate varies by the frost formation conditions and by the 
deposit position, is compared relatively at this point.) (2) The regional 
position of frost formation conditions in a AC-£S plane, where AC is 
the concentration difference between a main stream and a cryosurface, 
and ts is the cryosurface temperature. (In crystallography, AC and 
ts are generally considered to be the most significant parameters, since 
ts affects the linear growth rate of crystal and AC affects the stability 
of the curved interface of crystal which is dependent on the radius of 
curvature. Namely AC seems to be a driving force which tends to in
crease the radius of curvature.) Generally, the AC-ts plane is con
sidered to be composed of the supersaturation degree AC and the 
temperature ts at the crystal surface. However, the supersaturation 
degree at the frost crystal surface cannot be obtained briefly, and AC, 
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ts cannot be treated as constant parameters because of the dynamic 
nature of frost formation. Then the initial state of AC-ts plane is 
adapted here. In order to discuss the structure of the frost layer, it 
seems to be proper to adapt the initial state quantities, because the 
frost layer grows on the basis of the frost columns generated in the 
crystal growth period and the historical process of frost formation is 
affected considerably by the initial state of conditions. 

The types of frost formation were classified largely into four groups, 
A, B, C, and D, as shown schematically by Fig. 3. The frost formation 
conditions, where these types appear, can be represented on the AC-ts 

plane as shown in Fig. 4. In order to obtain the AC-is diagram, the 
experiments were made under a number of combinations of the de
posit conditions, which were slightly changed by steps of 2°C and of 
0.001 kg/kg'. The border of each region, of course, does not clearly 
exist. Next, these types are explained as follows. 

Type A is the most representative type whose process has been 
described before, for example, by Fig. 2. In the crystal growth period, 
crystals generate and grow in almost linear dimension after the for
mation of thin frost layer. The rough frost in the crystal growth period 
turns gradually into the close-knit meshed frost in the frost layer 
growth period. It is the most characteristic point for this type that the 
transition of the two periods takes place by the generation of 
feather-type crystal around the top of the crystal. The difference 
between A-I and A-II is distinguished by the presence of a needle-type 
crystals in the initial stage of the crystal growth period. 

Type B is almost the same as type A, however, the transition of 
crystal occurs due to generation of the developed plate-type branch 
instead of the feather-type branch. When the frost formation condi
tions come near to the region C in the AC-ts plane, it becomes difficult 
to confirm the transition from the crystal growth period to the frost 
layer growth period by the transition of crystals. 

Type C forms the dense frost layer in comparison with type A or 
B. In the crystal growth period, the linear dimensional growth rate 
of frost crystal is small and the roughness of the frost surface is also 
small, because the frost is deposited not only on the top of the crystal 
but also on the sides and on the bottom of it. Consequently the tran
sition of crystals to the top of the frost crystal does not take place. Due 
to the combination and the interference of each crystal by enlarge
ment of it, the crystal generation period shifts to the frost layer growth 
period. C-I, C-II, and C-III are distinguished according to the presence 
of the needle-type crystals as shown in the figure. 
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Fig. S Frost density variation with time 

Type D takes almost the same frost formation pattern as type C. 
However, the tendency of the dense frost formation is stronger than 
for type C, and the frost formation for this type seems to be the ac
cumulation of the nearly homogeneous frost layer. The distinction 
between D-I and D-II is due to the shape of crystals. Crystals of type 
D-I grow in the shape of a regular square plate, and crystals of type 
D-I grow with the surface of thin irregular form. 

Classifying the frost formation types, only AC and ts were consid
ered as frost formation conditions. The effects of another conditions 
such as the main stream velocity and its temperature were recognized 
experimentally as follows. Higher stream velocity appears to increase 
the number of frost columns in the crystal growth period, and to ad
vance the rate of the frost layer growth even for the same frost deposit 
rate. This can be explained by the reason that the distance of the frost 
columns becomes short, the interference of each frost columns occurs 
quickly to form the more uniform frost layer. The effect of the main 
stream temperature was not recognized at all within the limits of this 
experiment. The effect of the longitudinal deposit position, which 
appeared in the frost formation process, could not be confirmed for 
the frost formation types experimentally. In conclusion, it is consid
ered that the shape of each crystal and the frost formation types 
themselves are almost not affected by the stream velocity and the 
deposit place, but are strongly dependent on AC and ts. This means 
that it is sufficient to discuss the frost properties for constant main 
stream temperature and at the fixed position of the cryosurface in 
order to clarify the frost properties correlating with the frost formation 
types. 

Henceforth, experiments and measurements are carried out at 
constant main stream temperature, 25°C, and at the fixed position, 
670 mm from the leading edge. 

4 Frost Density 
Pig. 5 shows the change of frost density with time at various cryo

surface temperatures and stream velocities. The increase in frost 
density is approximately parabolic with time. This tendency is ex
plained, as well known, by the reason that the increase in frost height 
is quite rapid during the early stage and becomes slower with time 
comparing to the almost constant increase of frost weight. As to be 
expected, a larger driving force of mass transfer and a higher velocity 
produce a heavier frost, but the detailed frost density variation cannot 
be explained only by the transfer consideration. Next, Fig. 6 shows 
the results of the frost density variation during the comparative early 
stage in connection with the frost formation types. 

The frost density, corresponding to the types A and B, changes very 
greatly with time, and the tendency of each period, the crystal growth 
period and the frost layer growth period, is distinguished remarkably. 
Namely, for the case of run No. 3, after the generation of a thin frost 
layer (point a), the frost density decreases in the crystal growth period 
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Fig. 6 Frost density variation during comparative early stage of frost for
mation 

due to the linear dimensional growth crystal, but increases in the frost 
layer growth period due to the generation of branch and the internal 
diffusion of water vapor in a frost layer. At the point b, which is cor
responding to the transition point of these periods, the frost density 
takes a minimum value and this is coincident with the phenomenol-
ogical observed result represented with the dotted line. On the other 
hand, for the case of the type D, the density does not change greatly 
and increases monotonously throughout two periods, this tendency 
is agreement with the predescribed notion that the frost formation 
of the type D is characterized with the nearly constant accumulation 
of the homogeneous frost layer. The more the developed type A, where 
AC is large and ts is low comes near, the more the frost deposits 
roughly in the initial stage of frost deposition, and the more the frost 
layer varies in proportion to growth. 

Fig. 7 shows the change of frost density as a function of the nondi-
mensional frost height, L/L. L is a frost height when its surface be
comes nearly flat at the end of the frost layer growth period, and is 
correspondingly a phenomenologically representative common point. 
Using L/L, the nature of frost formation, whose growth rate is dif
ferent under the various frost formation conditions, can be compared 
relatively. From this figure, the change of the frost density can be 
explained more clearly in connection with the frost formation types. 
Up to L/L = 1, the density changes less for the type D due to nearly 
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Fig. 7 Frost density variation with nondimensional frost height 
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Fig. 9 Experimental and theoretical results of frost thermal conductivity as 
a function of nondimensional frost density 

constant accumulation of the homogeneous frost layer, and changes 
much for the types A and B in order to fill up a roughness of the frost 
layer formed in the crystal growth period. The frost density variation 
is settled by L/L = 1 and is not due to stream velocity. This coincides 
with the predescribed observed result that the frost formation types 
are almost not affected by stream velocity. In the region, L/L > 1, the 
density variation of each frost formation type cannot be explained 
briefly in relation to L/L, because of the complicated change of state 
in a frost layer in the frost layer full growth period. 

5 Fros t Thermal Conductivity 
A frost layer is a porous substance which is composed of ice crystals 

and air, and its effective thermal conductivity is related to the density. 
The effective thermal conductivity of the frost layer, Xeff, is calculated 
from the instantaneous measured values of frost height, heat flux, 
frost surface temperature, and cryosurface temperature on the as
sumption that the temperature profile across the frost layer is linear 
at any time. In Fig. 8, experimental curves for frost and packed snow 
are presented together with our experimental results. The Yoshida 
[9] and Devaux [10] curves for packed snow give low bounds of the 
frost thermal conductivity. The Kamei [8] curve, which has been 
obtained by the experiment of the frost formation in a low tempera
ture cooler condenser, agree approximately with our results, but a 
close relationship between Xeff and p cannot be found because of large 
scattering of the experimental values. This means that the heat 
transport in a frost layer is affected not only by the density but also 
by additional factors. Biguria [4], Parker [6], Yarhakawa [7] and the 
other many investigators have predicted the effective thermal con
ductivity considering these factors. These are: 

1 structure of a frost layer; 
2 internal diffusion of water vapor caused by the temperature 

distribution in a frost layer; 
3 eddy generated by the roughness of frost surface. 
Factor (3) means that the eddy due to the roughness of frost surface 

makes the thermal conductivity apparently increase. Biguria and 
Wenzel have discussed precisely on the critical relation between the 
frost height and the turbulence induction, and reported that, in the 
very low density region, the convective heat transfer by eddies within 
the air phase is a significant contributor to the frost thermal con
ductivity. 

In order to compare the difference of the thermal conductivity af
fected by the frost formation types, the data points, which belong to 
the types B and D, are picked out from Fig. 8 and are shown as a 
function of nondimensional density, p/p, in Fig. 9. Where p is a rep
resentative density (about 250 kg/m3 in this condition) at the point 
when the frost surface becomes nearly flat. From this figure, the effect 
of the factor (3) can be explained qualitatively as follows. In the early 
stage of frost formation, where the surface roughness cannot be neg
ligible hydrodynamically, Xeff is affected considerably by the secon

dary flow due to the surface roughness and is large in spite of a low 
density. Namely, in the region where p/p is nearly less than unity, \ea 
decreases as p increases. After reaching a minimum value, Xeff in
creases again as p increases. In case of the type D which is character
ized with tLe nearly constant accumulation of the homogeneous frost 
layer, the surface roughness is small and the effect of the factor (3) 
almost does n c appear during the all process of frost formation. Here, 
Xeff is predicted considering factors (1) and (2). 

5.1 Structural Model of a Frost Layer. Predictions of Xeff 
taking account of the factors (1) and (2) have been done on the basis 
of the arbitrary structural model of a frost layer. However, usual 
structural models, which have been developed by many investigators, 
are determined respectively only by the density and do not contain 
a delicate distinction of a frost structure which is different with the 
frost formation conditions. As can be seen from Fig. 9, Xeff is defferent 
by the frost formation types and stream velocity for the same density 
in the region, p/p > 1, where the effect of factor (3) can be considered 
to be negligible. These large discrepancy of Xeff due to the frost for
mation conditions cannot be filled up even if the water vapor diffusion 
in a frost layer is taken into account. 

Fig. 10 shows a structural model which is presented here. This 
model is a parallel model which is composed of two parts of materials, 
ice columns and ice-air composite material, and the proportion of 
these two parts in a frost layer is dependent on the frost formation 
conditions. The frost layer grows on the basis of the frost columns, 
which generate in the crystal growth period, and the proportion of the 
frost columns which occupies the frost layer is different by the frost 
formation conditions; numbers of the frost columns are affected by 
stream velocity, and their thicknesses are different by ts, AC and are 
related to the frost formation types. By this structural model, ice 
columns, with which frost columns are replaced, play a basic part of 
the frost structure, and the ice-air composite material plays a addi
tional part of the frost layer growth. Namely porosity of the composite 
part is large in the early stage of frost deposition (at the end of the 
crystal growth period, the frost layer is composed of only ice columns), 
and decreases with time. 

ICE-AIR 
ICE COMPOSITE 

COLUMN MATERIAL 

AT THE END OF THE 
"CRYSTAL GROWTH PERIOD" 

(c) 

FROST LAYER GROWTH 

Fig. 10 Structural model of frost layer 
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Table 1 Values of a and a,ce 

ts (°c) 

-18.6 

-5 .1 

U» (m/s) 

2 
4 
6 

2 
4 
6 

a 

0.06 
0.15 
0.19 

0.12 
0.29 
0.37 

a i c e 

0.013 
0.033 
0.042 

0.026 
0.064 
0.082 

5.2 Prediction of Effective Thermal Conductivity. The ef
fective thermal conductivity of a frost layer is predicted on the basis 
of the presented structural model. Heat is transfered in the parallel 
parts, ice columns, and ice-air composite material. Then the effective 
thermal conductivity is represented as follows, using the thermal 
conductivity of each part, Xice and Xcomp, and the cross-sectional area 
of the ice columns per unit area of the frost layer, «jce. 

Xeff = aice ' Aice + (1 - ttice^comp (1) 

Predicting the thermal conductivity of the ice-air composite material, 
Xmmpi the Woodside's equation is adopted here in taking account of 
the contribution of the water vapor diffusion to the air conductivity. 
The Woodside's equation [11] is 

^_1_/*)wr1_/2!ziw»±i\i 
^comp \ i r / L \ a / \a — 1 /J 

where 

1 + - P~ I 

6s \ 2/3 '(r-)© P ice Pg 
(2) 

and is valid for 0 < s < 0.5236. Krisher (Woodside, 1958) gives the 
following expression for the effective conductivity of the air inside 
the pore of a material whose pore walls are wetted: 

where 

a" RT\P-PJ dT'L" 

r, „ „ „ . 10000 / T \2/3 
D = 0.086 ( ) 

P \ 273 / 

(3) 

(4) 

The theoretical results of the effective conductivities were calcu
lated by using the> foregoing equations, and were shown with the solid 
line in Fig. 9. The proportion of the cross-sectional area of the ice 
columns and the frost columns, aice and a, are represented, respec
tively, in Table 1. «ice could be estimated from a, which was obtained 
by the photographic observation by the conversion of the frost column 
weight into the ice column weight. However, here, «ice values were 
inversely deduced from the experimental data of Xeff for ts = — 18.6°C, 
«•*, = 4 m/s, and p = 250 kg/m3 (shown by H in the figure), and the 
other values of ajce were obtained using its conversion ratio. 

From this figure, it is obvious that the theoretical results of Xeff agree • 
well with the experimental results in the region p/p > 1. Particularly, 
the effects of the stream velocity and the frost formation types on ABff 
are represented clearly. Of course, some effects of the internal water 
vapor diffusion are recognized in the calculated results, but the large 
discrepancy of Xeff at the same density cannot be filled up with its 
contribution. For a numerical comparisons of our results with others, 
some results are shown in the same figure. One of the results shows 
Yamakawa's numerical results [7], which has been calculated on the 
basis of the air-ice parallel model. In his calculation, the internal 
diffusion are taken into account, but its result only represents a simple 
correlation between Xeff and p. The other two results, which are pre
sented in Biguria's paper [4], are obtained on the basis of Woodside's 

0.8 

0.6 

ts= -18.6 °c AC=0.0075 Kg/Kg' 
ts= -5.1 °c AC=0.0045 Kg/Kg1 

U»= 4 m/s 

Fig. 11 Contributions of Xs, XD, and X, to effective thermal conductivity 

model and the random mixture model, but these only give rough 
predictions as Yamakawa's does. 

On the contrary, the present structural model, which is the com
posite parallel model composed of ice columns and ice-air composite 
material, fairly expresses the practical frost layer, and gives a good 
prediction of Xeff. According to this model, the thermal conductivity 
decreases with increasing ice-air composite part at the same frost 
density, and it takes a minimum value when ice column disappears 
in a frost layer. At this point, the thermal conductivity coincides with 
the result obtained by the Woodside's model. 

In the region, p/p < 1, the theoretical values of Xeff do not coincide 
with the experimental values due to neglecting the air turbulence 
contribution to Xeff. The prediction of the thermal conductivity in this 
region is the subject for a future study considering the air turbu
lence. 

In Fig. 11, the contributions of the frost structure, internal water 
diffusion, and the air turbulence to the effective conductivities (each 
of them are expressed with Xs, Xrj, and Xt) are represented against with 
p/p for the frost formation conditions, C = 0.0075 Kg/Kg' and u„ = 
2 m/s. X( was obtained on the assumption that the difference between 
the predicted value and the experimental value was owing to the 
turbulent effect on the effective conductivity. Xs was calculated 
without taking account of the contribution of the water vapor diffu
sion to the air conductivity, and Xrj was given as a difference between 
Xeff and Xs. From this figure, it is obvious that the contributions of the 
each factor to the effective conductivity are varied with p/p, and is 
fairly related with the frost layer growth. 

6 Conclusion 
Frost formation, whose nature changed dynamically and was dif

ferent as a result of changes in various environmental parameters, was 
classified into several types according to the structure considering the 
regional position of the frost formation conditions in the AC-ts 

plane. 
Frost densities and effective thermal conductivities are clarified 

phenomenologically in connection with the classified frost formation 
types. 

The structural model of a frost layer, which was composed of the 
ice columns and the ice-air composite parts, was presented and was 
verified to express the practical frost layer structure in comparing of 
the experimental results with the calculated results for the effective 
thermal conductivities. 
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Effect of Superheat and Cavity Size 
on Frequency of Bubble Departure 
in Boiling 
A theoretical model has been developed to predict the effect of cavity size (both radius 
and depth), and superheat on frequency of bubble departure by considering the effect on 
waiting time (time between the last bubble departure and appearance of the next one on 
the surface) and bubble growth time. An increase in cavity size or decrease in surface su
perheat results in longer waiting time and bubble growth time, thus causing a lower fre
quency. The model explains qualitatively the observed effect of superheat and cavity size 
on bubble departure frequency during pool boiling experiments with water on artificial 
cavities drilled by laser. 

Introduction 

The process of nucleate boiling from a heated surface consists 
of three major processes, e.g., bubble initiation, growth, and departure. 
A successful prediction of the nucleate boiling heat flux requires a 
precise evaluation of the bubble departure frequency, which directly 
depends upon the duration of the three forementioned processes. 
Bubble initiation and growth rates were extensively investigated in 
the last few decades. Determination of frequency of bubble departure 
has been divided into the following two major parts: determination 
of waiting time, i.e., the time between the last bubble departure and 
appearance of the next one on the surface, and determination of 
bubble growth time before it departs. Various theories have been 
presented in the past to predict waiting time and bubble growth time, 
e.g., Hsu [l],1 Han and Griffith [2], Hatton and Hall [3], Mikic, Roh
senow, and Griffith [4], Plesset and Zwick [5], etc. Most of the existing 
theories are based on the assumption that there exists a hemispherical 
vapor bubble nucleus over the cavity in the boiling surface and at the 
beginning of the bubble cycle relatively cool bulk liquid which has 
replaced the void left by a departed bubble, surrounds this nucleus. 
As time goes on, the liquid is heated up through the transient con
duction process, and the thermal layer grows. At the end of the waiting 
period tw, when the thermal layer is of sufficient thickness, the nucleus 
starts growing. A one-dimensional conduction model was used without 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OP HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
October 4,1976. 

any consideration of evaporation or condensation at vapor-liquid 
interface of the nucleus. While it is conceivable that the time required 
to vaporize the quantity of liquid which penetrated the cavity may 
be insignificant for very small cavities such as natural cavities existing 
on a smooth surface, the liquid penetration may significantly delay 
the appearance of vapor nucleus at cavity mouth in case of large ar
tificially made cavities drilled by laser. Theory presented in this in
vestigation considers the effect of superheat and large cavity size on 
waiting time and frequency of bubble departure. A comparison be
tween the predicted waiting time based on present theory and theory 
presented in reference [2] shows that liquid penetration may cause 
substantial increase (up to a factor of 2 to 3) in waiting time for large 
cavities (10~3-in. mouth radius) and at small values of wall superheat. 
In the investigation by Singh, Mikic, and Rohsenow [6], effect of cavity 
depth on the nucleation from a cavity in boiling was recognized. A 
transient theoretical model was developed for the stability of a cy
lindrical cavity in boiling considering penetration of fluid, and tran
sient inertial, viscous and heat transfer effects. Theory presented in 
this study is a simplified approximation of the model described in 
reference [6]. The present theory considers two dimensional transient 
conduction heat transfer and evaporation at the liquid vapor interface 
to estimate the waiting period as a function of surface superheat and 
cavity size (radius and depth). Bubble growth or contact time is 
evaluated using method described in reference [4]. 

Theory 
Entrapment of Vapor in the Cavity. As the growing bubble 

departs from a cavity in boiling, the liquid in the vicinity of cavity 
moves into the cavity mouth. The vapor entrapment model described 
in reference [6] is shown in Fig. 1. 

The penetration of liquid into the cavity depends upon contact 
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ADVANCING LIQUID 

LIQUID 

TJT7} 

A. POSTULATED VAPOR TRAPPING MECWNISM 

FOR A CYLINDRICAL CAVITY, 

TRAPPED '/ / / I /TT>'' 
VAPOR 

B. FORMATION OF SPHERICAL 

MENISCUS FROM THE'TRAPPED 

VAPOR. 

Fig. 1 S k e t c h of the postulated vapor trapping m e c h a n i s m for a cyl indr ical 
cavity 

angle <l>, cavity radius RQ and depth L. For LID » 1, the meniscus 
penetration M (for given <f>) is a function only of Ro as is clear from Fig. 
1. The postulated vapor trapping mechanism assumes a plane liquid 
vapor interface with an incidence angle 0 on cavity walls. It is obvious 
that when L > 2R Cot <l>, volume of liquid penetrated into the cavity 
and hence liquid penetration M will depond only upon flo. M was 
evaluated by equating the volumes of liquid inside the cavity shown 
in Figs. 1(a) and 1(6). At the completion of the entrapment process, 
the liquid vapor interface is assumed to take a spherical segment shape 
as shown in Fig. 1(6). If the wall superheat is high enough so that the 
cavity is in stable boiling, evaporation will eventually start at the 
meniscus which will recede toward the cavity mouth and finally come 
out of cavity as depicted in Fig. 2(a). The time elapsed between de
parture of the previous bubble and appearance of the new vapor nu
cleus on the surface (as shown in Fig. 2(a)) is defined as the waiting 
time, tw in the present analysis (note that the time for penetration 
to occur is assumed to be zero). Beyond this point, the bubble grows 
until it finally detaches from the heated surface. The time of bubble 
growth is defined as the bubble contact time tc. Thus the total bubble 
cycle time period r is equal to the sum (tw + tc). 

In general the heat transfer at the liquid vapor interface may be 
influenced by convection effects in liquid and vapor; these effects have 
been neglected for simplicity in the present analysis and a two-di
mensional transient conduction formulation has been used. The 
motion of liquid vapor interface may also cause compression or ex
pansion of vapor trapped inside the cavity and thus may influence 
its thermodynamic state; this effect has also been neglected in the 
present analysis, however a more complete analysis of the effects of 
interface motion including the effects of liquid inertia and viscosity 
is provided in reference [8]. 

Fig. 2(a) shows a cavity of radius Ro and depth L, which is assumed 
to be in stable boiling. The region of influence [2] of the bubble is 
shown extending up to 2Ro from the centerline of cavity. For analytical 
convenience, liquid layer of a finite thickness equal to 8^0 extending 
from the surface into the saturated bulk of liquid (at Tsat) is consid
ered to be influenced by the transient heat transfer effects. The 
pressure of the vapor inside the cavity is assumed to remain constant 
at P2JR0 = P bulk + 2o7ff0, and the temperature of liquid-vapor in
terface at T2JR0, the saturation temperature at P2„IRo- For simplicity 

VAPOR NUCLEUS 

Fig. 2(a) 

WALL 

Ro ^ 2 f \ Ro 
Fig. 2(b) 

Fig. 2 Sketch of theoretical model for prediction of waiting time T„ 

of solution the hemispherical surface of the liquid vapor meniscus is 
stretched into a circular plane surface a6, as shown in Fig. 2(6), such 
that the surface area of the circular surface a6 is equal to the surface 
area of the hemispherical surface; thus, the new radius of circular 
plane meniscus is V2i?o- The region of influence of bubble is extended 
correspondingly to a radius (1 + v /2)fl0, beyond which the liquid is 
assumed to be isolated from the heat transfer effects of the sur-

- N o m e n c l a t u r e . 

L = cavity depth, cm 
/ = frequency of bubble departure 
g = gravitational constant 
M = initial penetration of liquid into the 

cavity, Fig. 1(6) 
P = pressure, dynes/cm2 

Q = heat, calories 

Ro = cavity radius, cm 
t = time, s 
tc = bubble contact or growth time, s 
tw = waiting time, s 
T = temperature, °C 
AT = wall superheat, °C 
Ufg = specific volume change at evaporation 

cm3/gm 

mu = mass of vapor, gm 
hfg = latent heat of evaporation, cal/gm 
vg = specific volume of vapor, cm3/gm 
a = thermal diffusivity, cm2/s 
a = surface tension, dynes/cm 
T = bubble time period (tw + tc), s 
Pt, pu = density of liquid and vapor, respec

tively, gm/cm3 
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round ing l iquid (dT/dr = 0). T h e b o u n d a r y condi t ions in t e r m s of 

t e m p e r a t u r e T of t h e l iquid body are shown in Fig. 2(6) , T w a u being 

the t empera tu re of t h e surface. J u s t after t h e bubble depa r tu r e , fresh 

l iquid a t T s a t rushes to t h e surface; th i s t i m e is t a k e n as t = 0 a n d T 

= TB a t t h r o u g h o u t t h e body of t h e l iquid. Coord ina te s Z a n d r a re 

selected as shown in Fig. 2(6) . 

L e t T (r, z, t) descr ibe t h e t e m p e r a t u r e field a t a n y r, z, a n d t i m e 

t; t hen le t t ing 8 = T - T s a t a n d app ly ing two-d imens iona l t r a n s i e n t 

energy equa t ion in cyl indrical coord ina tes leads t o t h e following 

equa t ion 

(1) 
ao _ 

with initial condition, 

at t = 0, 

and boundary conditions 

1 

2 

3 

4 

5 

38 
— = 0 
dr 
38 
— = 0 
dr 

a t r = 

at r = 

0 = finite at 

0 = 0 

A t Z = 

e 

at Z = 

8R0 

_ ®1<s _ Tig 

Ro Ro 

" Irdr V 

0 = 0 

drl dz2\ 

at all r and z 

Rod + V2) 

0 

r = 0 

0 

~~ T'sat for 0 ^ r « VI 

8 = 8, W -* W •* i*> ^ Si f o r \ / 2 f l o « r « ( l + ' v ^ ) i J o 

S o l u t i o n 

T h e comple te solut ion can be wr i t t en in t h e following form: 

8 = 8S + 8t 

8 = bz + "E, an s inh (anz)Jo(anr) 
n = \ 

+ E C o ^ - ' V - ' s i n ^ ) 

+ E E C, l m e -«(«« 2+T». 2 ) ' J 0 („„r) sin ( 7 m z ) , (2) 
n = 1 m = 1 

where an's are t h e roots of equa t ion , J j [ « „ ( l + v / 2) f l 0 ] = 0» for n = 
1,2, 3 , . . . . ,co, 

n i t 
7m = 77T • m = 1> 2> 

8flo 

J i ( \ / 2 f l 0 « n ) 
V 2 f l •[%-•] 

(1 4. V 2 ) 2 

- ^ fi0
2[Jo2l«n(l + \ / 2 ) f l 0 | ] s inh (8« n f l 0 ) 

_ - 6 / 7 m
2 [ - m 7 r cos (rmr)} 

C°m= 4R0 

_ anym eos (8 f l 0 7 m ) s inh (8 f l 0 « n ) 

4 f l 0 ( « „ 2 + T m
2 ) 

flu, + O2JR0 
0 = 

16flo' 

H e a t flux t o t h e men i scus (a t 2 = 8i?o) from t h e l iquid is given 

and 

by: 

(q/A). 'z=8fl0 • -© 2 = 8fio 
for 0 < r < V2R0 

T o t a l a m o u n t of h e a t t r ans fe r red t o t h e men i scus u p to t ime tw 

could be found by in tegra t ing t h e foregoing. 
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Q(tw)= C" f 
Jo Jo 

V2R0 ,d8\ „ , , 
— K I — 2-7IT dr at (%\ 

' \dz/z=SRo W 

S u b s t i t u t i n g equa t ion (2) in equa t ion (3) a n d carrying ou t t h e in

tegra t ion , one ob ta ins : 

Q(tw) = 2TncR0
2twb 

+ 2-KKRO2 E Comlm cos (m 
L 0:7™ -1 

+ f I ~ E 1-KKanV2Ro cosh ( 8 f l 0 a n ) J i ( a n V 2 i ? o ) dt 
Jo L „=i J 

(-. ) E E Cnmym(V2R0) 
0 \ «n . ' n=\ m=l 

X cos (mw)Ji(anV2R0)e-a(""2+y»<2itdt 

or, 

„) = —2-KKbRo2tw 

2TTKR0
2 

E C 0 m 7 m cos (mi r ) -
«Ym2<iu — 1 

7m" 

-27rr \ /2 ,Ro E an cosh (8i?o«n)^i(«n^/2fio)tu> 

2TTKV2RO I ! T E E 
Ln=l m=l 

ym cos (m7r)Ji(cv„V2fl0) 

-a(a„2+rm2)t„ _ I 

X a ( « „ 2 + 7 m
2 ) ' ^ ] 

Mass of vapor genera ted by h e a t Q(tw), 

Q(tw) 

h 
(5) 

is 

where hfs and o the r p roper t i es of vapor are eva lua ted a t s a t u r a t e d 

vapor p res su re Pz„IRo- Volume of th i s vapor , vvap is equa l t o m„vs. 

If t h e l iquid p e n e t r a t e s in to t h e cavity u p t o a d i s t ance M from the 

m o u t h (Fig. 1(6)) the vapor nucleus will appea r on t h e surface when, 

m„uA, = irRo2M + %ir.Ro3, which is roughly t h e vo lume of l iquid t o be 

d isplaced by vapor for t h e vapor nuc leus to a p p e a r a t cavi ty m o u t h 

as shown in Fig. 2 (a ) . Hence , t h e equa t ion 

mvug = = vR0
2M + - TTRO3 

hfg 3 

implici t ly gives tw in t e rms of M, Ro, and Tw. 

(6) 

E s t i m a t i o n o f t h e B u b b l e C o n t a c t T i m e , tc 

For a growing bubb le on a hea t ed surface a t s u p e r h e a t AT,,, = Tw 

— T s a t in a l iquid a t t e m p e r a t u r e T), and pressure p „ ( T s a t = sa t t e m p 

a t Poo), Mikic , Rohsenow, and Griffith [4] ob t a ined t h e following ex

pression: 

«*-<"""(—[('+sr-(sn) (7) 

where 

R+ = ™, R = rad ius of bubb le a t t i m e t. 

H? 7r/v„p„AT„Ai/ 2 

7 PeTSat ' 

„ / 1 2 \ 1 / 2 

B={— ae) J a: Ja = 
ATwpeCe 

hfgptt 

f> 
A2t 

A0 = 

S 2 

•f _ W 

B2 

Tw — T^bulk 

J w ~ * sat 
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<P FREQUENCY DATA FOR WATER BOILING ON LASER CAVITIES 

FREQUENCY DATA FOR WATER BOILING ON NATURAL CAVITIES,REF.[9] 

• PREDICTED FREQUENCY FOR WATER 

ATW , P 

Fig. 3 Effect of wall superheat and cavity size on bubble departure fre
quency 

when tw
+ » t+, equation (7) reduces to 

R=BVt. (8) 

The condition tw
+ » t+ strictly holds when ATW is small as hap

pens during nucleation from deep laser cavities having large depth/ 
diameter ratio [6]. When ATW is large, the previous inequality does 
not hold and time t predicted by equation (8) for a given bubble radius 
R, is an underestimation of the real bubble growth time [4]. However, 
equation (8) will be used to estimate the bubble contact time and 
qualitative effect of wall superheat on frequency in the following 
analysis. It will be seen later that this approximation is fortuitously 
good when compared with experimental data shown in Fig. 3. Stan-
iszowski [7] suggested the following empirical equation for the bubble 
departure radius, Rd, when breaking off the heating surface. 

/ 2ff \ l / 2 
Rd = 12.850 ( ) (1 + 164.6A) (9) 

V ( P i - P u ) / 
where Rd is in cm, (j> in radians and R in cm/s. Evaluating R from 
equation (8) and substituting in equation (9) leads to the following 
expression for the bubble contact time tc, 

BVTC=12M<I>( ) ( 1 + 82.3—=) (10) 
W i - P u ) ' \ v % / 

Results of Numerical Analysis 
For cavities having large depth/diameter ratio, (L/D » 1), pene

tration M (Fig. 1(b)) of liquid with a given contact angle ^ is a function 
of cavity mouth radius R0 only. It was shown in reference [8] that for 
water the effect of cavity depth L decreases asymptotically when L 
> 2R0. Hence, a cavity with L > 2RQ very nearly behaves as a very deep 
cavity (i.e., L/D » 1). Hence, for such cavities waiting time („, for a 
given fluid varies with cavity size RQ and wall superheat Tw. Results 
of some numerical calculations for such cavities are presented in Fig. 
3 which shows the effect of cavity size Ro and wall superheat ATW or 
predicted frequency. For large ATW, tw is small as compared to tc, 
hence frequency f =l/(tw+tc) depends only upon tc, which on the 
other hand is a weak function of wall superheat. As ATW decreases, 
tw increases and frequency decreases; the rate of decrease becoming 
faster as ATW approaches AT2JR0. The cavity with larger size RQ has 
a smaller AT?„/Ro and smaller rate of decrease in frequency with 
superheat. 

The effect of varying ATW in boiling with methanol for RQ = 0.001 
in. is also shown in Fig. 3. Results of the numerical calculation, plotted 
in Fig. 3, were obtained using equation (6) for tw and equation (10) 
for tc. First two terms of the series in equation (6) were used for esti
mating tw, the effect of additional terms is expected to be small. 

Experimental Data 
Boiling data were taken with water on artificial cavities drilled by 

laser on a copper surface [6]. Mouth radius of the laser cavities RQ, as 
observed microscopically, varied from 4.445 X 10~4 to 6.35 X 10~4 cms. 
(1.75 X 10 - 4 to 2.5 X 10"4 in.) and depth to diameter (L/D) ratio was 
in the range of about 2 to 4. Boiling data were taken with decreasing 
heat flux and frequency of bubble departure was measured using a 
variable frequency stroboscope. Details of experiments are given in 
reference [8]. Frequency data taken at low heat flux values is plotted 
in Fig. 3. The observed frequency decreases with a decrease in su
perheat, as predicted by the theoretical model. Moreover, the fre
quency observed on artificial laser cavities is much smaller than that 
measured in reference [9] for water boiling on a smooth surface, at 
higher heat flux values of 1.514-6.307 W/cm2 (Fig. 3). This could be 
attributed to the fact that most of the natural cavities existing on an 
ordinary smooth surface are smaller in size. Frequency data could not 
be taken successfully with Methanol since the stroboscope method 
used was not precise enough to measure the observed large values of 
frequencies with methanol. 

Prediction of theoretical model for sizes RQ = 4.445 X 10_4-6.35 X 
10~4 cms. (1.75 X 10~4 and 2.5 X 10~4 in.) which represent corre
spondingly the minimum and maximum sizes of laser cavities are 
plotted in Fig. 3. Comparison with observed frequency is only quali
tative since the laser cavities had arbitrary shapes rather than being 
cylindrical, as assumed in the analysis. It should be pointed out that 
the more commonly accepted theories, such as presented in reference 
[2] lead to an underestimation of the waiting time period by a factor 
of 2 to 3 at lower superheat values, as compared to the present theory 
based on liquid penetration; this will lead to further deviation in 
prediction of the observed frequency values shown in Fig. 3. Effect 
of liquid penetration on cavity stability in boiling with more wetting 
fluids such as organics are even more significant as compared to water, 
as discussed in reference [8]. 

Summary and Conclusions 
A theoretical model has been developed to predict the frequency 

of bubble departure in nucleate boiling considering the effect of 
surface superheat and cavity size. An increase in cavity size or decrease 
in superheat causes a longer waiting time and bubble growth time with 
a consequent decrease in frequency. The model explains qualitatively 
the observed effect of superheat and cavity size on bubble departure 
frequency in boiling with water. 
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Dryout Heat Fluxes for Inductively 
Heated Particulate Beds1 

Experimental observations of the dryout heat fluxes for inductively heated particulate 
beds have been made. The data were obtained when steel and lead particles in the size dis
tribution 295-787 microns were placed in a 4.7-cm dia pyrex glass jar and inductively 
heated by passing radio frequency current through a 13.3-cm dia multiturn work coil en
circling the jar. Distilled water, methanol and acetone were used as coolants in the experi
ments, while the bed height was varied from 1.9 to 8.9 cm. Different mechanisms for the 
dryout in deep and shallow beds have been identified. Dryout in shallow beds is believed 
to occur when the vapor velocity in the gas jets exceeds a certain critical velocity at which 
choking of the vapor, leading to obstruction in the flow of the liquid towards the bed oc
curs. However, deep beds dry out when gravitational force can no longer maintain a down
ward coolant flow rate necessary to dissipate the heat generated in the bed. Finally, the 
heat flux data of the present investigation and that from two previous investigations 
made at Argonne Laboratory and at UCLA have been correlated with semitheoretical cor
relations based on the proposed hydrodynamic models. 

Introduction 

A considerable amount of work is being done at this time to study 
various safety aspects of commercial liquid metal fast breeder reac
tors. The aim of these research activities is to provide a better design 
basis for the reactors so that risks to public health in case of a hypo
thetical core disruptive accident are minimized. The study of the re
moval of decay heat after a hypothetical accident in which the core 
looses its integrity is one of many such activitie.s. 

This paper deals with the determination of dryout heat fluxes for 
beds of heat generating particles. Such beds can be formed on various 
horizontal surfaces in the primary reactor containment after the 
molten fuel solidifies on interaction with sodium. If the heat genera
tion rate in the bed exceeds a certain critical value, the bed would dry 
out because of an insufficient supply of coolant and the fuel particles 
will eventually remelt. The remelting of the fuel particles can lead to 
failure of the supporting steel structure, and in turn result in loss of 
integrity of the primary containment. The limiting value of the heat 
generation rate at which a bed dries out is thus an essential safety 
consideration. 

The earliest work on heat transfer from beds of heat generating 

1 This work is being supported by the Reactor Safety Research Division of the 
Nuclear Regulatory Commission under Agreement No. AT (04-3)-34 P.A. 223, 
Mod. I. 

Contributed by The Heat Transfer Division and presented at the Winter 
Annual Meeting, Houston, Texas, November 30-December 5, 1975 of THE 
AMERICAN SOCIETY OF MECHANICAL ENGINEERS. Revised manu
script received by The Heat Transfer Division November 12,1976. Paper No. 
75-WA-HT-19. 

particles was done by Holman, Moore, and Wong [l]2 and Young and 
Holman [2], In these studies, stainless steel particles were inductively 
heated and the convective and nucleate boiling heat transfer mech
anisms were studied when the particulate bed was fluidized with a 
stream of water. The magnitude of the heat fluxes attained in their 
studies was much lower than needed for the bed to dry out and the 
flow configuration was entirely different than the present study. 

The first study most pertinent to the present work was made at 
Argonne National Laboratory by Gabor, Sowa, Baker, and Cassulo 
[3]. Gabor, et al., measured the dryout heat fluxes for sodium or water 
cooled U02 particulate beds. The beds were either bottom heated or 
volumetricly heated. In the bottom heated beds, the base of the bed 
was heated by flame or by a glass blower's torch and the heat flux was 
measured by noting the temperature distribution in the base copper 
plates. The heat flux was also measured by noting the temperature 
rise and flow rate of the coolant in the reflux condenser. The bed was 
believed to have dried out when its temperature was found to increase 
rapidly without an increase in heat input. The volumetricly heated 
tests were performed by generating heat in the coolant (joule heating) 
rather than in the particles. This procedure was justified on the pre
sumption that the dryout heat flux was dictated by the gross prop
erties of the bed rather than details of the heat exchange mechanism 
between particles and the coolant. In these tests, the heat flux was 
measured by noting the power input to the electrodes. 

The authors at Argonne relate that in volumetricly heated tests with 
sodium, no actual dryout was achieved. The reported heat flux values 
are the maximum, at which increased voltage applied to the electrodes 

2 Numbers in brackets designate References at end of paper. 
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resulted in no further increase in the heat flux. Thus, their sodium 
data may be lower than the actual dry-out heat flux. Also, in the ex
periments with UO2 and sodium, no direct measurements of the po
rosity of the bed could be made. The porosity was measured by ra
diographing the bed and any experimental and data reduction errors 
are absorbed in the reported values of porosity. 

The Argonne study revealed that vapor escaped from the particu
late bed in narrow vertical channels located discretely in the bed. In 
shallow beds, the vapor channels were found to extend through the 
full depth of the bed whereas in deep beds, the channels were devel
oped in the top portion only. The particles were levitated in the region 
containing vapor channels but remained packed in the region without 
vapor channels. The dryout heat fluxes were found to be much higher 
in shallow beds than in deep beds. Some of the bottom heated and 
volume heated bed data of reference [3] are reproduced in Pig. 1. 

More recently Keowen [4] studied dryout heat fluxes from beds of 
inductively heated steel and lead particles. Keowen's gross observa
tions are similar to those of Gabor, et al. [3], but the values of the 
dryout heat fluxes for beds of the same height and porosity are much 
higher as is shown in Fig. 1. 

In the present work, an effort has been made to explain the differ
ence in the magnitude of the dryout heat flux in these two previous 
studies [3,4]. To do so, we start with the development of theoretical 
models for deep and shallow beds. The beds are categorized as deep 

. and shallow beds depending on whether the vapor channels extend 
only part way into the bed or reach the bottom of the bed. We also 
obtain new data for inductively heated particulate beds under care
fully controlled experimental conditions. The data are obtained at 
atmospheric pressure and with different coolants and for a range of 
particle sizes and porosities. To test the suggested correlation some 
of the data are also obtained at pressures less than 1 atm. 

A n a l y s i s 

The formation of vapor flow paths in deep and shallow beds is 
shown in Fig. 2. These configurations are based on many visual ob
servations. The visual observations showed that vapor formed in the 
bed simply cuts its way through the bed and moves in paths which 
appear similar to holes drilled in a solid. The vapor channels in the 
lower portion of a deep bed are very thin. As the vapor moves upward 
the vapor channels grow in size. The vapor channels are well formed 
in the upper region of a deep bed and the vapor flow induces drag on 
the particles. The particles are levitated and conditions similar to a 
fluidized bed exist in this region. However, because of little or no vapor 
drag the particles in the lower region of the deep bed remain packed. 
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Fig. 2 Deep and shallow bed models for dryout heat flux 

. N o m e n c l a t u r e . 

At, = cross-sectional area of the bed 
At. = cross-sectional area of the gas jets sup

ported by an area At, of the bed 

Ci, C,5 
= experimental constants 

D = jar diameter 
Dc = vapor jet or channel diameter at the top 

of the bed 
d = particle diameter 
d = mean particle diameter 
d' = dimensionless mean particle diameter, 

d/Valg(pf - pg) 
f = friction factor 
g = gravitational acceleration 
h = initial bed height 
h€ = expanded bed height 
h' or he' = dimensionless bed height, h or 

he/Va/g{pf - ps) 
hfg = latent heat of vaporization of the cool

ant 
ht - transitional bed height 
K = permeability of the bed 
K\ = Kozeny factor, e'VU — c)2 

L = bed leading, gm/cm2 

M = dimensionless number, pf1/2p3/4/tif[g 

(Pf-pg)}
w 

n = number of vapor channels supported by 
an area At, of the bottom heated bed 

P = system pressure 
Qv = volumetric heat generation rate 
qt,d - dryout heat flux in a bottom heated 

deep bed 
Qbs = dryout heat flux in a bottom heated 

shallow bed 
qutt - dryout heat flux in a volume heated 

deep bed 
qz = Zuber's predicted value for peak heat 
flux on flat plates 

U = velocity of gas in the jet 
Uc = critical velocity of gas in the jet 
l / / = dimensionless critical gas velocity in 

the jet, UJW(Pl - pg)g<r/Pll
2 

u = superficial velocity of the coolant in the 
packed bed 

y = position coordinate perpendicular to the 
bed cross-section 

T = ratio of liquid and vapor densities, 

PflPg 
i = initial porosity of the bed 
(e = porosity of the expanded bed 
\t. = critical wavelength 
\H = Helmholtz unstable wavelength 
Hf = liquid viscosity 
Pf, pg = saturated liquid and vapor densities, 

respectively 
a = surface tension between liquid and its 

vapor 
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In shallow beds, the vapor channels are fully developed throughout 
the depth of the bed, the particles are fluidized and the entire bed is 
in an expanded state. 

Transition from a deep to shallow bed occurs when the channels 
start to develop throughout the bed. The transition height at which 
this occurs depends on the vapor volume flux from the bed and on the 
mean diameters of the particles. In this work we will fix the transition 
height either from visual observations or by noting a sharp increase 
in the dryout heat flux when the bed height is decreased slightly. 

Deep Beds. The dryout heat flux in a deep bed is controlled by 
the maximum possible coolant flow rate through the lower packed 
region of the bed. The downward flow rate of the coolant at the top 
surface of the bed adjusts itself to balance the outflow of vapor from 
the bed. The difference in density between the liquid and vapor 
phases acts as the driving force for the downward flow of the coolant. 
The liquid encounters minimal resistance in the upper fluidized 
portion of the bed. However, in the packed bed region the liquid has 
to flow through the interstitial spaces between the particles and thus 
faces a larger resistance. The deep bed dries out at a particular section 
in the lower region of the bed where gravity can no longer maintain 
the flowrate necessary to compensate for the evaporation rate. Al
though, the vapor volume flux is much larger than the liquid volume 
flux, the resistance to vapor flow does not limit the heat flux because 
the vapor moves in well-defined paths which offer much less flow 
resistance. Now, if we assume that: 

(i) The liquid flow velocity is small so that the inertia of the liquid 
can be neglected. 

(ii) The vapor is inviscid and the relative velocity of vapor is not 
large so that the upward flow of vapor introduces little or no drag on 
the coolant. 

(iii) The cross-sectional area occupied by the vapor in the packed 
bed region is negligibly small. (The assumptions (ii) and (iii) are true 
only as long as vapor volume fluxes are not excessively large. This 
condition is met in the lower region of the bed only.) 

(iv) The particles are spherical and the mean diameter of the 
particles represent a weighed average for all the particles in a given 
size range. The integrated momentum equation for the flow of coolant 
through the lower packed bed can be written as3 

T,75T,. ~ (pf ~ Pn). (1) 
K(d)2 

where K is the permeability of the bed and d is the mean diameter of 
the particles. The mean diameter of the particles has been chosen as 
the characteristic length. The average superficial velocity, u, of the 
coolant at a cross section of the bed can be written from equation (1) 
as 

• PMW (2) 

The dependence of the permeability, K, of the bed on the porosity, 
t, of the bed has been shown by Kozeny [5] to be 

K' 
(l - 0* 

(3) 

Equation (3) has also been verified experimentally by Carman [6]. 
Equation^ (2) for the superficial velocity does not contain a nonlinear 
term in d, which has been demonstrated by Ergun [7] to represent 
kinetic energy losses. For very small coolant velocities expected in the 
present situation, the neglect of the kinetic energy term does not 
impose serious error and we assume that the gravitational force mainly 
acts to overcome the viscous drag of the particles. Thus equation (2) 
can be rewritten as 

«" S(PI ~ Ps)(d)2 

(1 - t)2 n 
(4) 

3 Symbols not explained here are those in common use and are defined in the 
Nomenclature. 

In equation (4) C\ will be established from the experimental data. The 
constant Ci is not taken to be that established by Ergun [7] for flow 
through packed beds; because we do not know the magnitude of the 
effective resistance to downcoming coolant due to nucleation and 
convective processes occurring at the surface of the particles and in 
the pores of the bed. A deep bed will dry out when the evaporation 
rate is greater than what can be sustained by the superficial velocity 
as given by equation (4). 

Bottom Heated. The energy transferred from the heater is utilized 
in evaporating the liquid next to the heater surface. The maximum 
rate at which this liquid can be replenished is given by equation (4). 
An energy balance at the surface of the heater results in an expression 
for the dryout heat flux from the bottom heated deep bed as 

Qbd - C l " 

Qbd ~ Pfh/gU 

_i_ SJPf ~ Pg)pfhfS ,-j. 
(d)2 

(5) 

(6) 
( 1 - 0 2 it 

Next we nondimensionalize equation (6) with Zuber's [8] expression 
for the peak heat flux on a flat plate heater. 

9z = "TT^~P~ghfg[og(pf - pg)\ 
1/4 

24 
(7) 

No physical significance is attached to this nondimensionalization 
except that as the bed height goes to zero, we would expect the dryout 
heat flux for bottom heated beds to approach the flat plate value. The 
dimensionless form of equation (6) is 

qbd 

qz 
CiK^'Hd^M (8) 

Equation (8) contains all the dimensionless groups (defined in the 
Nomenclature) formed out of the basic physical variables of the 
problem except the ratio of the width and depth of the bed to the 
particle diameter. These ratios are unimportant as long as the particle 
diameter is much smaller than either the depth or width of the bed. 
It may be noted here that the dryout heat flux is thought to be inde
pendent of the bed height as long as the bed is deep enough so that 
a deep bed model holds good. 

Volumetrically Heated. The heat is assumed to be generated 
uniformly in each particle and is dissipated to form vapor at the sur
face of the particles. Experimentally it may not be possible to obtain 
uniform heat generation throughout the bed and thus the assumed 
uniformity should be considered as an approximation which should 
be verified. The demand on the coolant flow rate is maximum at the 
top of the bed and decreases in proportion to the bed height; being 
zero at the bottom of the bed. The average superficial velocity in the 
bed is half of what it would be if there was no heat generation in the 
particles but an equivalent amount of heat was dissipated at the 
bottom. The superficial velocity corresponding to the dryout heat flux 
at a cross section can be assumed to be proportional to the maximum 
or average superficial velocity in the bed and an expression similar 
to equation (8) can be written for dimensionless dryout heat flux in 
a volumetrically heated deep bed 

Qud 

qz 

Q»h(\ - e) 

qz 
C;iKi(dr-rl/2M (9) 

In equation (13), Qu, is the volumetric heat generation rate in the bed 
and C3 is.an experimental constant, which should probably be twice 
ofCz . 

The development of equations (8) and (9) is based on assumptions 
listed earlier at different places in the text. In a real situation any 
deviations from these assumptions would limit the usefulness of these 
semitheoretical equations. 

Shallow Beds. In shallow beds, the particles are in a fluidized 
state and the coolant has an easy access to the particles or to the 
bottom of the bed, through the region not occupied by the channels. 
The flow of vapor in the channels is similar to that in a pipe. A hy
drostatic pressure head equal to the bed height drives the vapor 

252 / VOL 99, MAY 1977 Transactions of the ASME 

Downloaded 22 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



through these channels. The flow configuration in the channels within 
the bed is very stable. However, if the vapor velocity exceeds a certain 
critical value, the vapor jets in the overlying liquid may become un
stable and lead to choking of the flow. The blockage of the vapor flow 
through the channels would inhibit the flow of the coolant into the 
bed. A deficiency in the liquid inflow to the bed will lead to the dryout 
of a local region in the bed which may grow in size with time. The 
dryout heat flux in shallow beds is, thus, limited by the maximum or 
critical velocity of the vapor jets. To determine the dryout heat flux, 
we follow an approach similar to that of Zuber [8] for the peak heat 
flux on flat plate heaters. 

Bottom Heated. The channels are formed at the heater surface and 
maintain a nearly uniform diameter throughout the bed. If we assume 
that the density of the bed is equal to the density of the liquid minus 
the density of the vapor, the vapor velocity in the channels can be 
written as 

U2 = 
2D, (Pf - Pf!)g 

(10) 
4/ ft, 

where Dc is the diameter of the channel or the jet and / is the friction 
coefficient. The value of the friction coefficient is not known apriori. 
Pipe flow values cannot be used as suggested by Gabor, et al. [3] be
cause some particles will be entrained by the vapor, thereby causing 
the effective resistance to flow of vapor to increase. . 

The vapor velocity at which the gas jets in an in viscid liquid become 
Helmholtz unstable [9] can be written as 

U. (11) 

In equation (11) \H is the Helmholtz unstable wavelength. As the 
upper region of the bed is highly turbulent, it is difficult to know what 
wavelength will be dominant at the liquid-vapor interface. In the 
absence of any strong reason for choosing a particular wavelength at 
the jet interface, we assume that the dominant wavelength is the 
critical Rayleigh wavelength (equal to circumference to the jet). The 
critical vapor velocity through the channel can then be written as 

Uc • V — (12) 

Solving equations (10) and (12) simultaneously for t/(. and Dc 

gives 

Uc v^ Pg)g°-
D, - 2 . v 7 . \ / 7 (13) 

Mg2f ' " (Pf ~ Pg)g 

Prom equation (13) it is seen that the surface tension and buoyant 
forces determine the characteristic length for the shallow beds. 

If Ac is the area of cross section of a vapor channel and n is the 
number of vapor channels supported by an area A/, of the bottom 
heater, the energy balance at the surface of the heater results in an 
expression for the dryout heat flux to be 

nA.. . 

Ah 
(14) 

Nondimensionalization of equation (14) with Zuber's flat plate value 
results in 

24ra A, 1 

«• Ab*Vf 
(15) 

The derivation of maximum heat flux on flat plates is based on Taylor 
and Helmholtz instabilities where as in the shallow bed model we use 
only Helmholtz instability to determine the maximum vapor velocity 
in the jets. The vapor jet spacing in the two cases is determined from 
different considerations and as such, the peak heat flux on flat plate 
should only be considered as a convenient nondimensionalizing par-
meter. 

Equation (15) in its present form is of little use as in reality it is very 
difficult to count precisely the number of vapor channels in the bed. 
However, an alternate and more useable form can be obtained if we 
make a volumetric summation for the expanded bed. The total volume 
of the expanded bed is the sum of the volume occupied by the va,jor 

channels, the volume of the particles and the volume of the pores in 
the region of the bed not occupied by the vapor chnnels. If h and he 

are the initial and expanded bed heights, respectively, and e and ee 

are the initial bed porosity and the expanded bed porosity in the re
gion not occupied by the vapor channels, the total volume of the bed 
can be written as 

Abh,, = nAche + Abh(l — t) + ee(Ab - nAc)he 

nA, 

~Ab f-[ 
h ( l - 0 " 

M l - te)-

(16) 

(17) 

The second term on right-hand side of equation (17) represents the 
ratio of the initial potential energy of the bed to the potential energy 
of an expanded bed having a uniform porosity tc. It is well known that 
an ideally fluidized bed has the maximum potential energy. If we 
accept the hypothesis that the process would try to optimize itself, 
it follows that once a bed is fluidized, it would try to attain this max
imum value irrespective of the bed height. As the bed height is re
duced, the number of vapor channels would simply increase in such 
a way so that the bed attains this maximum potential energy. This 
is consistant with the minimum irreversibility principle, as any other 
adjustment of the bed (i.e., change in channel diameter or vapor ve
locity) will lead to a lower potential energy. Thus, the term he(\ — ec) 
can be assumed to be a constant, independent of bed height. However, 
there is one difficulty with equation (17). In the limit as h —*• 0, the 
equation predicts that nAc/Ab —- 1 or the whole cross section of the 
bed is occupied by vapor. This is physically not possible. Numerous 
peak heat flux observations on a variety of finite heaters (width of 
heater greater than vapor jet diameter) placed in a pool of liquid [10] 
show that the maximum area occupied by the vapor per unit area of 
the heater is always less than ir/16 or the minimum area occupied by 
the downcoming liquid is 1 — 7r/16. AS the proposed dryout mecha
nism in shallow beds is similar to the occurrence of peak heat flux on 
finite heaters, the equation (17) can be corrected to read 

nA1_jL I" fe(l - e) 1 

Ab ~ 16£ p L M l -«<.)-! 
(18) 

16 ID L / l , ( l - f P ) . 

In multiplying right-hand side of equation (17) by 7r/16ee, we have not 
disturbed the volume balance made in equation (16), but have simply 
changed the number of vapor channels from an unknown n to another 
unknown I6n/nec. Substitution of equation (18) in equation (15) 
gives 

2 * = 1 . 5 0 - ^ 1 " 1 - ^ ^ - 1 
qz V ? L M 1 - « , ) J 

(19) 
qz V H M l 

The initial and the expanded bed heights when nondimensionalized 
with the channel diameter (characteristic length of the shallow beds) 
result in 

qy. 
:h XS»W}V 

h'(l-t) I 

h'Al - 6„)J 
(20) 

The expanded bed porosity, ce, and the friction coefficient, /, are 
inter-related through the vapor velocity and the particle diameter. 
But, the vapor velocity cannot be determined explicitly as long as / 
is unknown. However, if we assume that te <* [7'c, it is clear from 
equation (13) that the term te/

i\/~f depends only on the dimensionless 
channel diameter and is independent of the bed height. Thus, as long 
as particle diameter and in turn dimensionless channel diameter is 
constant, equation (20) can be looked at as 

qz I C6 J 
(21) 

where C4 and C5 are empirical constants. At this stage of this study 
on the subject, we are unable to offer any stronger arguments about 
C4 and C5 than what has been said previously. The advantage of 
equation (21) over equation (15) is that now the dryout heat flux is 
presented as a function of initial dimensionless bed height and bed 
porosity; the quantities which can be determined quantitatively easily. 
If we assume, that as the bed height goes to zero, the dryout heat flux 
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in a bottom heated bed approaches the peak heat flux on a flat plate, 
the constant C4 can be readily set equal to 1. 

Volume Heated. The vapor channels in shallow volume heated beds 
are conical in shape because of the addition of vapor along the axis 
of the channel. The cone angle of the channel can be obtained by as
suming that the vapor velocity along the channel axis remains con
stant. This assumption would be consistant with the minimum kinetic 
energy principle. The rest of the analysis would be similar to that for 
the bottom heated shallow beds. At this time, we defer the develop
ment of an expression for the dryout heat flux for shallow volume 
heated beds until there is more data available. 

Experiment 
Fig. 3 shows the experimental apparatus used to obtain dryout heat 

flux data for deep beds of inductively heated particles. The particulate 
bed was contained in a 4.70-cm dia pyrex jar and inductively heated 
with a 13.3-cm dia multiturn work coil. The work coil was powered 
by a 10 kw, 453 kHz Cycle-Dyne frequency generator. The frequency 
generator and work coil are the same as used by Keowen [4]. 

A reflux condenser was used as an efficient means of condensing 
the large amounts of vapor generated during dryout runs. The reflux 
condenser is made of a helical copper tube 0.6 cm in diameter and is 
housed in a 4.70-cm dia glass tube. A knurled threaded coupling joins 
the condenser glass tube and the jar containing the particulate bed. 
The condenser glass tube was open to atmosphere in most of the ex
periments. But, in a few of the low pressure experiments, it was closed 
at the top and connected to an aspirator in order to reduce the pres
sure in the test section. Tap water was used as coolant in the con
denser. 

The temperature at different locations in the bed was measured 
by using four copper-constantan thermocouples arranged in the form 
of a comb having teeth of different lengths. Thirty gage thermocouples 
were carried in thin glass capillary tubes of the comb and connected 
to a multichannel strip chart recorder. A filtering system was used 
with the thermocouples to eliminate radio-frequency noise picked 
by the thermocouples. The filtering system was built by Keowen and 
details of it are given in his thesis [4]. The mass of the bead of the 
thermocouple was kept small so as to minimize the induced heating 
of the thermocouple itself. This was confirmed when the thermo
couples were subjected to full field intensity in the absence of particles 
and coolant. The thermocouples registered very little rise in tem
perature. 

Commercially available cast steel and lead particles were used in 
the present study. The particles were graded according to U.S. stan
dard mesh sizes and stored in air tight cans to avoid any oxidation 
during prolonged storage. A small amount of calcium sulfate was kept 
in each can to absorb moisture in the air. Prior to each run the parti
cles were rinsed with acetone at least three times and were shaken 
vigorously during rinsing. Thereafter, the particles were dried by 
placing them on a hot plate. This procedure was necessary to get rid 
of any dirt or grease sticking to the particles. Dirty particles were 
found to cause wide variations in the data. 

The washed and dried particles were poured into the pyrex jar to 
a certain height and weighed. The height and weight information was 
used to determine the porosity of the bed in the absence of any flu-
idization. Coolant was then added to the bed. The depth of the coolant 
was kept close to the bed height for the calibration runs but was in
creased to about 5 cm above the bed during actual dryout experi
ments. The weight of the coolant added to the bed was also noted for 
use in the calibration calculations. The pyrex jar containing the par
ticles was then placed on the support stand and centered in the work 
coil. Thereafter, the thermocouples and the reflux condenser were 
put in place. 

Calibration of the heat generation rate in the particles as a function 
of generator power setting was made before or after each dryout run. 
Starting with the bed at an equilibrium reference temperature and 
a certain power input to the workcoil, the temperature of one of the 
thermocouples in the bed was recorded as a function of time till the 
coolant started to boil. The temperature was recorded on a X-Y re
corder. This recorder was used during calibration because it had a 

better resolution than the multichannel recorder. Knowing the rate 
of temperature rise of the bed and the thermal capacity of the bed 
(particles and coolant) the heat input rate to the bed was determined. 
The convective heat losses from the surfaces of the cell were found 
to be very small and were neglected. In a few of the early calibration 
runs the rate of temperature rise at different locations in the bed was 
recorded. The difference in any of the observations was within ±15 
percent. Subsequently, calibration of each run was made by noting 
the temperature rise of either the upper, middle, or side thermocou
ples, as these thermocouples were found to give nearly mean values 
for the power input. 

Starting with a bed of given height and material content, the power 
to the work coil was set at a low value and the temperature of the bed 
raised to the saturation temperature of the coolant. Thereafter, the 
power was increased in steps. At each power setting, enough time was 
allowed so that the dryout of the bed would occur if the heat genera
tion rate was high enough. Dryout of the bed was observed visually 
as well as by noting the sharp rise in the temperature of one or more 
of the thermocouples. Generally, dryout was visually observed in the 
lower outermost portions of the bed before it was recorded by the 
thermocouples. This delay was probably on account of the build in 
thermal capacity of the bed. Power was turned off after dryout was 
recorded and the bed allowed to reflood. The observation was repeated 
at least once more under the same test conditions. The maximum 
probable error in the measurement of the dryout heat flux is within 
±12 percent. 

R e s u l t s 

A total of forty-six dryout heat flux observations for deep beds of 
inductively heated particles were made. Twenty-eight of these ob
servations were made at 1-atm pressure and for steel and lead particles 
in the size range 295-787 micron and for three different coolants 
(water, acetone, and methanol). Eighteen observations were made 
at pressures varying from one atmosphere to 20 kPa for lead particles 
in the size range 416-848 micron and using acetone or methanol as 
coolant. All of these data are contained in reference [11]. The bed 
height in these tests varied from 1.9 to 8.9 cm and the bed porosity 
from 0.38 to 0.45. The dryout heat flux data for 589-789 micron steel 
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Fig. 3 Test setup for inductively heated particulate beds 
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4 Deep bed dryout heat fluxes for inductively heated particles 

particles are plotted in Fig. 4 as a function of bed height. The ordinate 
in Fig. 4 denotes the volumetric heat generation rate multiplied by 
the bed height and the volume fraction of the solids. For a deep bed 
of given porosity, the dryout heat flux is independent of bed height 
but strongly depends on the fluid properties. 

The present data and the data of Gabor, et al. [3] and Keowen [4] 
for deep beds are plotted in Fig. 5 along with the correlation equation 
(13).The data of Gabor, et al.,are for UO2 particulate beds with water 
and sodium as coolants. As seen from Fig. 1, their volume heated bed 
data are significantly dependent on bed loading. We think that this 
change in dryout heat flux is a manifestation of change in bed porosity 
with bed loading. Thus, while plotting their data we have assumed 
that all the dryout heat flux data are for deep beds and are indepen
dent of bed height. Also, while reducing their data, we have used their 
lower value of the mean particle diameter; as pressure loss during 
downward flow of water through the bed has been reported to be 
correlated with this diameter. All the data (plotted in Fig. 5) repre
senting a three-fold variation in d, seven-fold variation in M and K\ 
and three-fold variation in r are correlated well when the correlation 
constant C3 is taken to be 7.5 X 10~4. 

Overall, the data show considerable variability. This variability in 
data is inherent in the nature of the experimental parameters. A small 
error in the mean particle diameter and the bed porosity would sig
nificantly affect the values of the correlation parameters (d)2 and K\. 
The walls of the jar, non-sphericity and segregation at a particular 
cross section of particles of certain size during pouring may also play 
a significant role in triggering an early dryout patch. The presence 
of vapor or gas trapped during pouring of the particles may also lead 
to an early dryout. If, while making the observations one is not very 
careful, it is also very easy to overshoot the dryout heat flux and thus 
record a false value. 

Some of the data for coarse U02 particles and sodium lie very low 
on Fig. 5. These data points probably do not represent a true dryout. 
Gabor, et al., report that in some of the volumetrically heated U02-
sodium bed experiments actual dryout was not achieved and the re
ported data represent the maximum power input to the electrodes. 
Such data are liable to be low. One of the Pb-water data points of 
Keowen is also quite low. A check on the mean particle diameter shows 
that the reported value is probably higher than the size of the particles 
actually used by Keowen in this run, so this data point should prob
ably be shifted slightly to the left. Almost all of the data plotted in Fig. 
5 are bounded when the correlation constant assumes a value 4 X 10~4 

< C3 < 12 X 10-4. 

A test of the workability of the correlation equation (13) would be 
to see if it correlates the experimental data at pressures that are 
considerably less than 1 atm. To do so, we obtained deep bed data with 
a five-fold variation in the pressure. This allowed about a five fold 
variation in r and relatively small variation in M and Va/g(pf — pg). 
The data are plotted in Fig. 6 and are seen to be correlated well by 
equation (13). 

Next, we plot in Fig. 7 the bottom heated deep bed dryout heat flux 
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Fig. 5 Dryout heat flux correlation for volumetrically heated deep beds 

data for [702-water and L/02-sodium against our correlation equation 
(8). As anticipated, all the data except a few data points for U02-
sodium are correlated well when the constant C2 is taken to be 3.5 X 
10 - 4 or nearly half of C3. While studying heat transfer processes from 
cylinders placed in liquid filled porous media, Schrock, et al. [12] also 
observed the heat flux at which the region near the cylinder dried out. 
The magnitude of these heat fluxes is about the same as the water data 
for bottom heated beds. Schrock, et al., also noted that the less porous 
media of finer particles dried at lower heat fluxes than a more porous 
media of coarser particles. This is consistent with out deep bed model 
and provides further support to the model. 

The shallow bottom heated deep bed dryout heat flux data for water 
and sodium are plotted in Fig. 8. The abscissa denotes non-dimen
sional bed height multiplied by (1 - e) and the ordinate represents 
the dryout heat flux nondimensionalized with Zuber's flat plate value. 
The dryout heat flux increases linearly with h' and approaches flat 
plate value in the limit h' -* 0. The data obtained for two fluids of 
differing thermophysical properties and for beds of widely varying 
heights and porosities but of about same size particles are correlated 
well when empirical constant C4 and C s in equation (26) are taken to 
be 1 and 0.092, respectively. 

Interestingly enough, the visual observation of the number of 
channels existing per unit cross-sectional area of the bed is consistant 
with our theoretical model for bottom heated shallow beds. The di-
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ameter of vapor channels in water is observed to be approximately 
0.30 cm in beds of about 5-cm height. From equation (13) this diam
eter corresponds to a friction fraction, / , of about 0.40. The value of 
the dryout heat flux for a 5-cm bed, the value for the friction factor 
and the value for te obtained from equation (20), when used in 
equation (18) results in about 1.7 channels per 6.5-cm2 area of the bed 
or roughly 1 channel per 4 cm2. This is exactly the number reported 
by Gabor, et al. For a constant friction factor, our model would suggest 
existence of about two channels per cm2 of bed area as h' -» 0. 

Conclusions 
1 New dryout heat flux data for inductively heated particulate 

beds have been obtained. 
2 Different mechanisms for dryout in deep beds and shallow beds 

have been identified and semitheoretical correlations for the dryout 
heat fluxes have been suggested. 

3 Dryout heat flux in deep beds is independent of bed height. A 
variety of data has been correlated with the suggested correlations. 
The data show considerable scatter which is probably due to experi
mental difficulties involved with the control of the important variables 
or due to limitation of the analysis to completely model the compli
cated flow situation. 

4 Dryout heat flux in shallow beds is dependent on bed height and 
is found to increase linearly with decreasing bed height. 
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The Effect of Noncondensable Gas 
on Film Condensation Along a 
Vertical Plate in an Enclosed 
Chamber 
Experiments on film condensation including noncondensable gas in an enclosed chamber 
have been carried out to clarify the effects of molecular weights of vapor and nonconden
sable gas and the convective motion induced by the vapor flow. From the experimental 
results of R113-air and CH^OH-mixed gas of He and Ar, it is shown that the separation 
of vapor and gas in the main flow is realized when the direction of gas flow in free convec
tive boundary layer driven by concentration distribution of gas is the same as that of sup
plied vapor, whereas the homogeneous main flow occurs in the case of counter direction. 
It is also shown that in case of the separation of vapor and gas in the main flow the heat 
transfer coefficient is higher than that for an homogeneous main flow. 

Introduction 

With recent developments in the quality and performance of ap
paratus and equipment used in various fields of thermal power en
gineering and big computers using large current, there is a demand 
for further improvements of heat transfer performance. However, the 
construction of heat transfer systems is getting more complicated. In 
such systems as heat pipes, boiling and condensation take place si
multaneously. 

It is well known that the presence of small amount of nonconden
sable gas in such system leads to an enormous reduction in heat 
transfer coefficient. This has been explained by the following phe
nomenon. When noncondensable gas is present in the system, it moves 
with the vapor toward the condensing surface where the vapor is 
condensed; but, since the gas does not condense, it concentrates in 
the neighborhood of the condensing surface. This noncondensable 
gas layer impedes the movement of vapor to the condensing surface. 
Various analyses have been made by assuming the aforementioned 
mechanism and recently considerable progress has been made toward 
both the experimental and theoretical understanding of such prob
lems. Referring and comparing their results with the Nusselt theory, 

Contributed by the Heat Transfer Division and presented at the Winter 
Annual Meeting, New York, N.Y., December 5-10,1976 of THE AMERICAN 
SOCIETY OF MECHANICAL ENGINEERS. Revised manuscript received 
by the Heat Transfer Division February 15,1977. Paper No. 76-WA/HT-66. 

Sparrow, et al. [1-3]1 carried out numerical analyses of steam-air 
system using a model which included the effects of noncondensable 
gas, superheating and temperature dependencies on physical prop
erties. Rose [4] presented an approximate solution by using a 
boundary layer integral method for application to various vapor and 
noncondensable gas combinations. 

However, these analyses were made under an assumption of con
stant bulk temperature and concentration of noncondensable gas. 
Substantially higher heat transfer coefficient found in the experi
mental works [5, 6] reported so far are considered to be due to sig
nificant forced convection of condensing vapor. Rose, et al. [7] mea
sured heat transfer coefficients for the film condensation of steam on 
a vertical flat surface in the presence of air, argon, neon, and helium. 
They eliminated forced convection effects with a flow straightening 
section and obtained a good agreement between experimental results 
and the theory. They also reported that substantially smaller heat 
transfer coefficients are obtained when the molecular weight of 
noncondensing gas is smaller than that of vapor. The effects of forced 
convection [8, 9] and combined forced and free convection [10,11] 
have been studied. The authors [12] and others [13] have also reported 
such effects as fog formation. 

It is considered that these analyses can only be applied to limited 
combinations of noncondensable gas and vapor and the construction 

1 Numbers in brackets designate References at end of paper. 
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of heat transfer system is also restricted. However, little study has 
been done on the effect of the difference between the molecular weight 
of noncondensable gas and that of vapor and on the effect of the shape 
of the heat transfer system. For an example, when a certain amount 
of air is introduced into the condensation of steam on a vertical flat 
surface, a downward boundary layer is formed as illustrated in Fig. 
1(a) since the density of air is larger than that of steam. Previous 
works treat such cases. However, as shown in Fig. 1(b), when the 
molecular weight of vapor (Mu) exceeds that of noncondensable gas 
(MB) an upward convective boundary layer is formed against the 
downward movement of the liquid film and the analyses reported so 
far cannot be applied. Furthermore, in an enclosed chamber, when 
there exists a large difference between Mg and M0, a homogeneous 
main flow cannot generally be realized. Instead, noncondensable gas 
is separated and squeezed into a certain space in the apparatus. 
Hence, the heat transfer coefficient changes drastically with the shape 
of the chamber containing vapor and gas. 

Since it is impractical to study condensation phenomena in an in
finite apparatus, the present experiments were carried out in an en
closed chamber to clarify the effects of molecular weights of vapor and 
gas, and the convective motion induced by the vapor flow, on the heat 
transfer performance. 

Apparatus 
The general assembly of the apparatus used in the experiment is 

shown in Fig. 2. The condensing surface, which is cooled on the reverse 
side by water, is a cylindrical brass outer wall with a 22-mm OD, a 
thickness of 1 mm, and a height of 100 mm. Water is introduced into 
the condensing cylinder through a 6-mm OD copper tube and it runs 
out through a similar copper tube. This cylindrical condensing surface 
is housed vertically inside a 100-mm dia cylindrical glass vapor 
chamber 200-mm high and extending between 70 and 170 mm from 
the bottom of the chamber. Both ends of the condensing surface are 
insulated with bakelite cylinders. 

Two vapor generators (one within the condensing chamber and the 
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Fig. 2 Experimental apparatus 

other outside), with sheathed heaters, are provided to change the 
condition of the main flow. By generating vapor inside the chamber, 
the vapor is supplied from the bottom part of the chamber . On the 
other hand, the vapor is supplied from the upper part of the chamber 
by generating vapor in a separated generator. The former and the 
latter conditions are hereafter called Conditions I and II, respectively. 
A fine stainless mesh is installed at the top of the chamber to insure 
a homogeneous main flow for the experiment under Condition II. To 
vary the relative value of Mg and M0 over a wide range, not only single 
component gases but also mixed gases were used as the nonconden
sable component. 

Five 0.3-mm dia copper-constantan thermocouples are butt-welded 
onto the condensing surface at the heights of 10,30,50,70, and 90 mm 
from the bottom edge of the condensing surface. The lead wires of 
these thermocouples are led to the surface from the reverse side so 
as not to interfere with the movement of the liquid film. Another five 
thermocouples are installed inside the chamber at the same heights 
to measure the temperatures of the main flow. The temperature 
profile near the condensing surface is measured by a 0.1-mm dia 
copper-constantan thermocouple fitted to the traversing device in
stalled at the top of the chamber. The heat flux to the condensing 
surface was obtained by measuring the difference between the tem
perature of the coolant at the inlet and that at the outlet with a 

-Nomenclature* 

D = diffusivity (m2/s) 
/ = buoyancy force (N/m3) 
g = acceleration of gravity (m/s2) 
t = length of condensing surface (m) 
L = latent heat (J/kg) 
M = molecular weight (kg/kmol) 
p = pressure (Pa) 
Ap, = increase of total pressure by intro

duction of noncondensable gas at room 
temperature 

q = mean heat flux (W/m2) 
Sc = Schmidt number 
T = temperature (K) 
x = distance along condensing surface (m) 
y = distance from condensing surface (m) 
p = density (kg/m3) 

Subscript 
g = noncondensable gas 
i = initial state 
Nu = from the Nusselt model 
v = vapor 
0 = liquid-gas interface 
00 = main flow 
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thermopile, and by measuring the flow rate of the coolant. Two more 
thermocouples, one in the chamber and the other in the separate vapor 
generator, are installed to measure the surface temperature of the 
evaporating liquid. The total pressure of the system was measured 
with a mercury manometer. 

Procedure 
In the present work, freon 113 (M„ = 187.4) and methanol (Mu = 

32) were used as condensing liquids, while air (Mg = 28.96) and mixed 
gases of argon (Mg = 40) and helium (Mg = 4) were used with various 
mixing ratios as noncondensable gas. Before the experimental run, 
the system was evacuated below 10~2 Torr, then pure condensing 
material was introduced in the system and condensation of pure 
material was carried out. After the evacuation of the whole system, 
a measured amount of condensing liquid was led into the separate 
vapor generator. When an equilibrium state at room temperature was 
attained in the system, a measured amount of noncondensable gas, 
calculated from an increase in the pressure of the system, was intro
duced into the chamber from the mixing tank. It took several 10 min 
for the system to come into a steady state, however, the measurement 
was made after about 2 hr to make sure of perfect film condensation. 
For Condition II, vapor from the separate vapor generator was sup
plied from the upper part of the chamber and the temperature profile 
and pressure were measured for various heat fluxes. To carry out 
experiments under Condition I, the liquid in the separate vapor 
generator was transferred to the condensing chamber and the vapor 
was then generated inside the chamber, thus supplying the vapor from 
the bottom part of the chamber. The existence of mist formation and 
the movement of the flow were also observed by making use of a laser 
and a camera. 

Results and Discussions 
To confirm the performance and accuracy of the apparatus, pre

liminary tests were carried out with pure vapors by realizing a com
plete film condensation on the vertical surface. The experimental 
results for Conditions I and II were found to hold a good agreement 
with the simple Nusselt theory for pure water and R113. In the case 
of pure condensing material, as there exists no vapor or gas boundary 
layer outside the liquid film, the velocity of vapor is thought not to 
give a serious effect on Nusselt number. First, an experiment with 
R113 and air was carried out. Air was introduced into the system until 
the pressure in the system increased by Ap; = 53.3 kPa at 15°C. 
Measurements were taken for various heat fluxes under Conditions 
I and II. The temperature and flow rate of the coolant were kept 
constant all through the experiment. The results are shown in Fig. 
3, where black circles with a solid line indicate the results obtained 
under Condition I (vapor is supplied from the bottom part of the 

e 
CJ 

K 

Fig. 4 Temperature distribution of main flow 

condensing chamber) and white circles with a dotted line express 
those obtained under Condition II (vapor is supplied from the upper 
part of the condensing chamber). In the condensation phenomena 
realized in an enclosed chamber, an increase in heat flux leads to an 
increase in the pressure. This means that under a constant heat flux 
the lower the pressure the higher the heat transfer coefficient be
comes. In the figure, the experimental results for both the conditions 
move to the right with an increase of Ap;. The most interesting point 
in these results is that, for the same amount of air introduced, dif
ference in pressure becomes more apparent with an increase in heat 
flux under Conditions I and II and that higher heat transfer coeffi
cients are obtained under Condition I. This explains that higher heat 
flux can be obtained by supplying vapor from the bottom part of the 
condensing surface rather than from the upper part. To clarify this 
point, the temperature distributions of the main flow were measured 
for various heat fluxes as shown in Fig. 4. Since the increase in heat 
flux leads to an increase in the chamber pressure, the higher the main 
temperature, the higher the heat flux. As seen from Fig. 4, the tem
perature distributions under the respective conditions differ greatly. 
In Condition II, the temperature of the main flow and the deviation 
from the saturation temperature are almost constant with respect to 
height, which indicates that noncondensable gas is distributed ho
mogeneously in the main flow. In the figure, deviation from the sat
uration temperature is shown by an arrow and the saturation tem
perature calculated from pressure is expressed by a chain-dotted line. 
On the contrary, in Condition I, a saturation condition is satisfied at 
the bottom part of the chamber. When the temperature of the main 
flow, thus heat flux, is high, about 20 percent of the bottom half of the 
condensing surface is in a saturated condition. But this saturated 
region is reduced with a decrease in heat flux. The temperatur of the 
main flow decreases drastically with height, indicating a higher con
centration of noncondensable gas at the upper part of the chamber. 
Wall temperatures were measured to be almost constant with respect 
to height under Condition II but a small drop in wall temperature was 
observed under Condition I. Physically speaking, these factors indi
cate that, since the density of air concentrated in the neighborhood 
of the condensing surface is smaller than that of R113 vapor, air is 
carried upward along the surface by the upward boundary layer and 
is concentrated in an upper part of the chamber. This high concen
trated air tends to diffuse downward to maintain the concentration 
in the chamber constant. But under Condition I, this downward flow 
of air is interrupted by an upward motion of vapor and, therefore, the 
air is finally squeezed into the upper part of the chamber. On the 
contrary, under Condition II, since the vapor is supplied from the 
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same direction as the downward flow of air, air is carried to the bottom 
half of the chamber with vapor and, consequently, a homogeneous 
main flow is realized. Therefore, in the case of Condition I the degree 
of separation of air and vapor in the main flow depends almost entirely 
upon the diffusion coefficient and the velocity of vapor. This degree 
of separation becomes more apparent with an increase in heat flux. 
To clarify this point quantitatively, the ratio of the increase in the 
total pressure due to introduction of noncondensable gas Ap,- to the 
total pressure p of the chamber is plotted against the ratio of the heat 
flux measured, q, to the heat flux for pure vapor, QNU, in Fig. 5. Due 
to the temperature distribution and concentration distribution of 
noncondensable gas, an accurate mean mole fraction of gas cannot 
be obtained. However, since Ap,/p is considered to express the mean 
mole fraction of gas approximately, the results are arranged by using 
this nondimensional quantity (Ap,/p). QNU was obtained from the 
Nusselt theory by using the temperature difference between the 
saturation temperature corresponding to the chamber pressure and 
the wall temperature at the bottom edge of the condensing surface. 
This figure shows that higher values of q/q*ja can be obtained under 
Condition I and the tendency is especially marked at larger heat 
fluxes. Under Condition I, it is considered that the increase of p for 
a given Ap; makes the noncondensable gas squeezed almost com
pletely in the upper space of the chamber, and the gas does not give 
any effect on condensation performance and that the heat flux is 
calculated by the Nusselt's solution. However, under Condition II, 
as the homogeneous main flow is realized, even the inclusion of a very 
small amount of gas brings about a large reduction of heat flux as re
ported by the theories [2,12]. The ratio of the effective length of the 
condensing surface calculated from the temperature distribution in 
Fig. 4 under Condition I to the actual length of the condensing surface 
agrees fairly well with q/q^u of Fig. 5. This adds a support to the 
aforementioned explanation. Therefore, it is considered that, by 
measuring the temperature distribution of the main flow, q/(?Nu can 
be predicted for other cases. 

The buoyancy force, / , whose direction is against the gravity, can 
be written as follows in terms of temperature difference (T„ - To) 
and partial pressure difference of vapor (p„„ - pv0): 

f = gp. 
\ p». 

T„ - To /p„„ - p„o\ /M0-Mt /p„«, - p u 0 \ / M„ - Me\ | 

(1) 

where p denotes the total pressure. When / is positive, an upward 
boundary layer is formed and the direction of the boundary layer is 
reversed when / is negative. A qualitative study is made as follows, 
neglecting the first term in the right side of equation (1). When the 
molecular weight of noncondensable gas (Mg) is smaller than that of 
vapor, an upward boundary layer is formed and that separation of gas 
and vapor takes place under Condition I, whereas a downward 
boundary layer is formed and separation takes place under Condition 
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II when Mg > Mu, A homogeneous condition is thought to be realized 
under both conditions when Mg and Mu are nearly equal. To confirm 
this phenomenon, experiments were carried out using CH3OH as 
condensing liquid and mixed gases of Ar and He as noncondensable 
gases. The mixing ratio of the gases was varied in a wide range to study 
the effect of the molecular weight. Hereafter 0.6Ar:0.4He II (25.6) 
designates that a mixed gas consisting of 60 percent Ar and 40 percent 
He with average molecular weight of 25.6 was used and that the ex
periments were carried out under Condition II. The primary purpose 
of the present study is to clarify the effects of the difference in mo
lecular weights and the way of supplying vapor on heat transfer 
coefficients, not to clarify the relationship between heat transfer 
coefficients and the concentration of noncondensable gas quantita
tively. Therefore, all the experiments were carried out under the 
condition of Ap,- = 19.6 kPa at 15°C. 

The temperature distributions of the main flow for the case of Ar-
CH3OH are shown in Fig. 6. Here, since Mg( = 40) is larger than 
M„(=32), argon is concentrated at the bottom of the chamber and a 
separation of gas and vapor is taking place in the main flow under 
Condition II. It must be noted that the conditions are reversed for 
R113-Air experiment (Fig. 4). However, as shown in Fig. 7, in the case 
of He the same temperature distribution of the main flow as for 
R113-Air is obtained and a separation of gas and vapor is seen under 
Condition I. To support the evidence of the separation, a gas-sampling 
was made at x = 0.0. No He was detected by a gas chromatograph for 
large heat flux in Fig. 7. The gas-sampling at other points in the 
chamber was not made as it was thought that the gas-sampling re
duced the total amount of noncondensable gas and the experimental 
condition might be varied. These add further support to the afore
mentioned consideration. 

In condensation phenomenon, since both terms, (pu«, — puo) and 
(T„ — To), in equation (1), are positive, when (Mu — Ms) takes pos
itive value, buoyancy forces induced by temperature difference and 
pressure difference cancel each other. On the other hand, when (Mu 

— Mg) is negative, these two buoyancy forces combine to intensify the 
effect. This is why a clear state of separation of gas and vapor is seen 
for Condition II in Fig. 6 although the absolute value of \M„ —' 
Mg\IMg -0.21, is considerably small compared with the values of 
Figs. 4 and 7. However, by comparing two figures it can be seen that 
the temperature variation of the main flow with respect to height is 
more conspicuous in Fig. 4 than in Fig. 7 and that a more distinguished 
state of separation is seen. This is because the binary diffusion coef
ficient of R113-Air (0.068 m2/s at 1 atm, 0°C) is small compared with 
that of CH3OH-He (0.524 m2/s). 
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In case of 0.7Ar:0.3He (29.2), as the temperature term in equation 
(1) is dominant, / takes negative value when the heat flux is small (low 
pressure). However, the pressure term comes to play a larger part with 
an increase in heat flux and the sign off will be reversed. This can be 
clarified from the temperature distribution of the main flow shown 
in Fig. 8, where states of separation are seen under Condition II at low 
pressures and under Condition I at high pressures. Namely, the degree 
of separation between noncondensable gas and vapor in the boundary 
layer increases with / and whether they mix in the main flow or not 
is largely dependent on the directions and magnitudes of the diffusion 
and the vapor velocity. When the directions of vapor velocity and 
diffusion are opposite, the smaller diffusion coefficient and the larger 
vapor velocity bring about a larger degree of separation. The separated 
flow is considered to be realized more easily in a narrow flow cross 
section and the occurrence is examined from measurement of the 
nonuniform temperature distribution of the main flow. 

When separation of gas and vapor occurs, the concentration dis
tribution of gas in main flow and the local condensing rate are closely 
related. Therefore, it is difficult to arrange the experimental results 
quantitatively. 

For various mixing ratios of Ar and He, q/qwu are plotted against 
Api/p in Fig. 9(a) and 9(6). Noncondensable gas is distributed ho-
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mogeneously in the main flow in Fig. 9(a), while a separation of gas 
and vapor is realized in Fig. 9(6). The results obtained for 0.7Ar:0.3He 
are shown in both figures for comparison. In Fig. 9(a), due to its large 
diffusion coefficient and buoyancy force, the largest values ofq/q^u 

are seen for He II. By following the results of 0.5Ar:0.5He II, 0.6Ar: 
0.4He II and 0.7Ar:0.3He II in this order, reduction in a/qNu is found 
with a decrease in the molar fraction of He. Almost identical values 
of q/qtiu are found under Conditions I and II for 0.7Ar:0.3He, where 
q/qnu is minimum. This agrees with our prediction from the tem
perature distribution of the main flow. By following 0.7Ar:0.3He I, 
0.8Ar:0.2He I and Ar I in this order, the heat transfer performance 
is seen to increase with an increase in the molar fraction of Ar. Because 
the diffusion coefficient of Ar in CH3OH is approximately 0.22 times 
that of He and the buoyancy force expressed by equation (1) is large, 
comparatively smaller values of O/IJNU are obtained in Ar I than in He 
II. The same tendency is observed in Fig. 9(6) when a state of sepa
ration is realized in the main flow. From the comparison of Fig. 9(a) 
to Fig. 9(6) it is clear that for the same mixing ratio higher values of 
qlq Nu are always obtained under the conditions in which a state of 
separation of gas and vapor is realized in the main flow. This is also 
true in the case of 0.7Ar:0.3He. Especially in this case, though the 
buoyancy force is almost caused by the temperature term in equation 
(1), this free convective flow through the boundary layer prevents the 
separation of the components of mixed gas which might be determined 
by diffusions due to the concentration and temperature gradients in 
it. 

Taking the change in density into consideration, an approximate 
solution of heat flux was obtained by using a boundary layer inte
gration method where the distributions of (p — po)/(p» — Po)> (Pg ~ 
Pgo)l(Pg°> ~ Pgo) and (T - T0)/(T«, — T0) are assumed to be expressed 
by quadratic equations of (y/b), the liquid film has a negligibly small 
thermal resistance and the gas-liquid interface velocity has no effect 

Journal of Heat Transfer MAY 1977, VOL 99 / 261 

Downloaded 22 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



D , CHsOH - Ar I 
A,CH£)H- HeD 

{(0.56+ QAO jtfffi* & j*}/[\ 
2 

f 
Fig. 10 Comparison between theory and experimental results 

on the gas-vapor boundary layer. Then, the heat flux q under the 
condition of homogeneous main flow is given as follows: 

i/l 1 
PoPg<° 

P»Pgo' 

- 0.678- ^ ( ( 0 . 6 6 + 0 . 4 ^ ) ^ ) 2 + Sc Po= 1 - ^ 
p . / \pg0' PgO" I P 

where the expression of absolute sign is adopted as to include the case 
of downward and upward boundary layers. When an upward con-
vective boundary layer is formed against the downward movement 
of the liquid film, (Fig. 1(b)), a homogeneous main flow is realized but 
an assumption of constant gas-liquid interface temperature does not 
hold. However, as the heat resistance of liquid film is sufficiently 
small, the results are compared with the theory to make an estimation 
of the resistance in the gas layer. 

Fig. 10 shows the comparison of the experiment to the theory 
(equation (2)) for the cases of Ar-CH3OH I (downward boundary 
layer) and He-CHaOH II (upward boundary layer). The results for 
the mixed gases of He and Ar are not compared due to the various 
problems arising in estimating the physical properties such as diffu
sion coefficient. In the figure, the experiment and the theory show the 
same tendency despite the fact that the experimental results are about 
50 percent larger than the theory. As suggested by Rose, et al. [7] this 
is thought to be caused by significant forced convection of vapor. The 
average vapor velocity in the chamber calculated from the conden
sation rate was several cm/s and was smaller than that caused by free 
convection in the gas-vapor boundary layer. However, as we under
stood from observation of fog movement generated in the boundary 
layers, one of which was built up by free convection from one end of 
the cooling surface and the other by forced convection caused by vapor 
motion in the main flow from the other end. These two boundary 
layers encountered each other in the middle of the condensing surface 
and were separated off from the wall. This caused heat flux higher 
than that by pure free convection. It can also be considered from the 
figure that the resistance of the liquid film is so small that the heat 
transfer performance is determined mainly by the gas boundary layer 
and the effect of the direction of the boundary layer on the heat 
transfer coefficient cannot be seen so much. 

Conclusion 
The experiments were carried out in an enclosed chamber by 

changing the relative values of noncondensable gas and vapor together 
with the way of supplying the vapor. The following conclusions have 
been obtained. 

1 Realization of a homogeneous main flow depends largely on the 
way of supplying vapor and the relative difference in molecular 
weights of noncondensable gas and vapor. Namely, a state of sepa
ration of vapor and noncondensable gas is realized in the main flow 
by supplying vapor from the bottom part of the chamber when Mu 

> Mg and by supplying vapor from the upper part of the chamber 
when Mu < Mg. 

2 For the same amount of noncondensable gas introduced, the 
larger the difference in molecular weights between vapor and non
condensable gas is, the larger the heat transfer coefficient becomes, 
and, larger heat transfer fluxes are obtained under a condition where 
separation of gas and vapor takes place than under a condition where 
a homogeneous main flow is realized. 

3 When Mv > Mg, an upward boundary layer is formed against 
the downward movement of liquid film and the direction of the 
boundary layer is reversed when Mu < Mg. However, difference in 
heat transfer performances for both of those cases cannot be observed 
so much, when a homogeneous main flow is realized. 

4 In the condensation phenomena with noncondensable gas, the 
effect of forced convection induced by vapor is remarkable. 
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Flashing Flow of Initially Subcooled 
Water in Convergent-Divergent 

This paper presents results from a research program conducted a number of years ago on 
the problem of flashing flow of water in nozzles. In a previous paper [l]2 we presented 
results for the case of stagnation states in the low quality two-phase region. The present 
paper reports results for stagnation states in the subcooled region at pressures up to 9.05 
X 103 kN/m2 and subcooling from 0 to 60°C. Pressure profiles and flow rates are reported. 
The results are compared with limiting cases of Bernoulli flow (meta-stable liquid flow) 
and homogeneous equilibrium flow. As expected neither was able to predict the experi
mental results. A two-step model based upon nucleation delay, "discontinuous" transi
tion to two-phase flow followed by frozen composition gave reasonable predictions of the 
flowrates and pressure profiles in the convergent section. 

Introduction 

The work described in this paper was done 15 years ago but because 
it was available only in the form of a government document [2] and 
thesis it has not been widely known to those who have subsequently 
worked on two-phase critical flow. Although many papers have ap
peared in the intervening years on the subject of two-phase critical 
flow, only a few of these have involved experiments on initially sub
cooled liquid and there is an apparent need for more extensive data 
under these conditions. Two-phase flows in nozzles occur in a number 
of technological applications. Perhaps the first to be studied exten
sively was that of wet steam in turbine nozzles. The essential differ
ence between the single and two-phase cases is the existence in the 
latter of slip (differences between average velocities of the two phases) 
and departure from thermal equilibrium within each and between 
phases. Slip and nonequilibrium are important in varying degrees 
depending upon the stagnation state. Nonequilibrium is most im
portant when the fluid passes from a single phase stagnation state into 
the two-phase region, i.e., the cases of initially superheated vapor or 
initially subcooled liquid. 

Most theoretical approaches to two-phase critical flow have con
sidered slip but assumed thermal equilibrium [3,4]. In the older lit
erature, Hodkinson [5] and Burnell [6] noted the role of a metastable 
liquid state and attempted some quantitative explanation. Henry [7] 
and Edwards [8] were among the first to study the nonequilibrium 
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effect in a more detailed way. Papers by Boure, Malnes, Sozzi and 
Sutherland, Moody, Simoneau, and Rohatgi and Reshotko in a recent 
ASME Symposium [9] concentrated on the nonequilibrium effect. 
New data for the subcooled liquid case were presented there by Sozzi 
and Sutherland and Simoneau. A recent thesis by Reocreux [10] 
provides additional new data and analysis of the problem. It is not the 
purpose of the present paper to compare the merits of all available 
theoretical approaches but rather to present our previously unpub
lished data and show how they compare with some limiting cases and 
a simple model developed in our own work. 
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D e s c r i p t i o n 
The equipment used in this study was basically the same as that 

used for study of the initially low quality case and reported in refer
ence [1]. 

A schematic of the equipment is shown in Fig. 1. Feed water was 
raised to high pressure by a positive displacement pump and heated 
to high temperature in a standard Bessler Model 3A once-through 
boiler, at a maximum pressure of 1.03 X 104 kN/m2 (1500 psia) and 
a maximum flow rate of approximately 1.32 kg/s (2.9 lb/s). The sub-
cooled water was passed through one of two interchangeable nozzles. 
The nozzle discharged into a glass walled chamber, wherein the jet 
could be observed, and continued into an atmospheric condenser. The 
nozzle throat restriction is the critical area of the system and deter
mines a characteristic relationship between chamber pressure and 
temperature for a constant flow rate. 

The nozzle was fed from a 6.35-cm dia stagnation chamber. The two 
nozzles used had throat diameters of 0.640 cm (0.252 in.) and 0.396 
cm (0.156 in.) and were designated nozzles number 2 and 3, respec
tively, (Nozzle No. 1 had a larger throat and could be used only for 
tests with two-phase stagnation states). Both nozzles had conical 
convergent sections with 40-deg half-angle and conical divergent 
sections with 12-deg half-angle. At the exit plane Nozzle No. 2 had 
a diameter of 3.183 cm while Nozzle No. 3 had a diameter of 2.56 cm. 
Nozzle No. 2 was fitted with 12 and Nozzle No. 3 with 17 static pres
sure taps spiraled along the nozzle length. All taps were 0.0794-cm 
(%2-in.) dia except the throat tap of Nozzle No. 3 which was 0.0397 
cm (%4 in.). 

The pressures were read on Bourdon type gages. During operations, 
large fluctuations occurred as pressure and temperature readings 
indicated the presence of two phases, however, a relatively steady 
mean pressure could easily be read. Five to seven pressure gauges were 
used to divide the reading range and obtain an available accuracy of 
±1 percent in pressure. However, the fluctuations make ±5 percent 
a more realistic value. A Kistler model 601 miniature pressure 
transducer was attached to the pressure taps and the existence of a 
basic mean pressure verified. 

The temperature was measured in the 6.35-cm (2.5-in.) dia chamber 
section immediately preceding the converging section of the nozzle. 
An iron-constantan thermocouple connected to a Brown recording 
potentiometer provided a continual monitor of the chamber tem
perature. This allowed temperature measurements to be read to 
±0.28°C (±0.5°F). A periodic variation in the temperature (and thus 
in the pressure and flow rates) of approximately 2-min period and 1°C 
amplitude was observed and was compensated for by appropriate care 
in synchronizing data readings. 

The flow rates were read to ±0.05 kg/s accuracy. Runs were taken 
by first setting a flow rate and then varying the heat input from the 
boiler. The characteristics of the supply system made it very difficult 
to operate with conditions very near saturation in the chamber as the 
controls were not sensitive enough. 

E x p e r i m e n t a l R e s u l t s 
Data were collected for 27 conditions using Nozzle No. 2 and 30 

conditions using Nozzle No. 3 for the study of liquid stagnation con
ditions. However, fifteen of the runs made with Nozzle No. 2 had 
stagnation states very close to saturation; most of these probably were 
very low quality two-phase states. In the case of Nozzle No. 3, four of 
the 30 runs had incomplete data. Thus, reliable and complete runs 
were made for a total of 38 subcooled liquid stagnation states. One 
of the runs was made with cold water (23.3°C). Since the system 
characteristics produced a unique relationship between chamber 
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Fig. 2 Experimental flow map for Nozzle No. 3 
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Fig. 3 Pressure profiles in Nozzle No. 2 for G = 3.5 kg/cm2 s 

. N o m e n c l a t u r e . 

A = area 
gc = dimensionless units correction factor 
G = mass flux 
h = specific heat 
rh = flow rate 

p = pressure 
R = radius 
T = temperature 
u = velocity 
p = density 

a = surface tension 

Subscripts 

( = liquid phase 
c = chamber conditions 
sat = saturation conditions 
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pressure and subcooling, the results were mapped approximately for 
Nozzle No. 3 as shown in Fig. 2. Fig. 2 was constructed by fairing in 
constant temperature lines in the field of 26 data points. The line la
beled cold water is the calculated Bernoulli flow with atmospheric 
pressure at the throat. This represents an upper bound on the flow 
as a function of the stagnation pressure. The lower envelop was ap
proximated by extrapolating fitted isotherms to their corresponding 
saturation pressure. A similar more speculative map was prepared 
by Brown [2] for Nozzle No. 2. 

Figs. 3-8 show the pressure profiles measured at various flow rates 
and chamber pressures.3 A general feature of the results (Figs. 3,5-8) 
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Fig. 4 Pressure profiles in Nozzle No. 2 with iow quality stagnation states 
and G = 1.19 kg/cm2 
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Fig. 6 Pressure profiles in Nozzle No. 3 for G = 7.0 kg/cm2 s 

is seen to be a lowering of the pressure ratio profiles when subcooling 
is increased while the flow is held constant. This corresponds also to 
a reduction in stagnation pressure according to the system charac
teristic. In contrast the case of initial low quality exhibits a general 
increase in the pressure ratio profiles throughout the nozzle, as shown 
in Fig. 4,4 as the stagnation pressure is reduced. Pressure ratio profiles 
for other runs follow these trends. They may be found for all the data 
in reference [2]. 

It may also be seen from Figs. 3-8 that for a given flowrate the 
pressure ratio profile in the convergent section is not very sensitive 
to changes in the stagnation pressure except near the throat. Fig. 9 

4 6 8 10 20 40 
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Fig. 5 Pressure profiles in Nozzle No. 3 for G = 5.5 kg/cm2 s 
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Fig. 7 Pressure profiles in Nozzle No. 3 for G = 7.8 kg/cm2 s 
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Table 1 Experimental flow rales 
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Fig. 8 Pressure profiles In Nozzle No. 3 for G = 9.5 kg/cm2 s 

shows the dependence of measured critical pressure ratio upon the 
subcooling. The large scatter in these data is probably due at least in 
part to the very strong axial pressure gradient at the throat and the 
considerable fluctuations that existed during tests. It is possibly due 
also in part to the fact that the critical pressure ratio may also depend 
upon stagnation pressure. However, a clear relationship could not be 
found from the present data for dependence upon independent 
variations in subcooling and stagnation pressure. 

From Fig. 2 the observation can be made that as the isotherms 
approach the saturation values, their slope becomes increasingly steep. 
This results in large changes in flow rates for small fluctuations in 
pressure. Extreme sensitivity to small variations in chamber condi
tions was observed in this region, and accurate recording of data be
came impossible. The experimentally observed flowrates are pre
sented in Table 1. 

General Considerations 
When the initially subcooled liquid enters the convergent nozzle 

it behaves as a single phase fluid in at least a portion of the nozzle. 

Run 

No. 

1 

2 

3 

4 

5 

6 

7 

8 

9 

10 

11 

27 

29 

30 

31 

32 

33 

34 

35 

3G 

37 

38 

39 

40 

41 

42 

46 

47 

46 

49 

50 

51 

52 

53 

54 

55 

56 

57 

Pressure 
2 -5 

N/m i n 

7.94 

11.1 

24.2 

33.B 

32.8 

23.0 

22.1 

22.1 

15.2 

14.8 

14.8 

50.8 

69.1 

60.1 

S3.2 

56.6 

39.7 

65.6 

76.0 

84.9 

90.5 

63.5 

68.4 

53.2 

32.5 

44.2 

61.5 

69.1 

60.1 

40.1 

56.6 

71.5 

45.6 

40.7 

38.0 

34.5 

37.3 

33.1 

Temperature 

C 

23.3 

135.6 

166.1 

237.2 

237.2 

217.0 

214.4 

213.3 

166.1 

170.0 

167.8 

215.6 

203.9 

227.5 

254.4 

265.0 

189.4 

245.0 

239.4 

270.6 

286.7 

253.3 

280.0 

220.6 

176.4 

243.6 

252.8 

283.1 

275.0 

248.6 

270.3 

286.1 

231.1 

235.0 

242.8 

230,0 

240.0 

211.1 

Subcooling 

C 

141.1 

48.9 

1.7 

3 . 3 

2 . 2 

3 . 3 

2 . 8 

1.7 

32.0 

27.6 

30.0 

48.9 

80.6 

48.3 

22.2 

6 . 7 

60.6 

50.0 

52.2 

27.8 

16.7 

25.6 

3.9 

47.2 

61.7 

12.8 

24.4 

1.7 

0 . 6 

1.7 

1.7 

18.3 

26.7 

16.8 

7 .2 

11.7 

6 . 1 

22.2 

Flowrate 

kg/sec 

1.14 

1.14 

1.15 

1.16 

Nozzle 
1.16 No. 2 

1.17 

1.18 

1.16 

1.17 

1.17 

0.945 

1.17 

1.02 

0.864 

0.877 

0.873 

1.17 

° - " 6 2 Nozzle 
1.14 No. 3 

1.14 

0.991 

0.959 

0.968 

0.818 

0.795 

0.955 

0.727 

0.606 

0.250 

0.845 

0.864 

0.845 

0.845 

0.695 

0.682 

0.682 

0.718 

Pressure drops rapidly and may reach the level of pBat(T) before the 
fluid reaches the throat. It then continues for some distance as a single 
phase fluid (metastable) until nucleation processes introduce the 
vapor phase. In the single phase region if the liquid compressibility 
is neglected, the steady flow is governed by the Bernoulli equation 

m = p(Au = A 

ZpePcgc (l Y 

A \ 2 -© 

1/2 

(1) 

SUBCOOLING "C 

Fig. 9 Critical pressure ratio dependence on subcooling 

For a given flowrate, this equation predicts the pressure ratio profile 
in the single phase region. When equation (1) is applied to conver
gent-divergent nozzles fed with high pressure cold water and atmo
spheric pressure at the nozzle exit plane, a large negative pressure is 
predicted at the throat. Evidently, this results in flow separation at 
the throat and the divergent section is not filled with liquid and does 
not control the flowrate. An upper limit on the flowrate is then given 
by applying equation (1) to the convergent section alone and assuming 
that the receiver pressure penetrates to the throat. Good agreement 
was obtained between "cold water" (23°C) test data and this method 
of prediction when the stagnation pressure was 700 kN/m2 or higher. 
Under these conditions no flashing occurs in the convergent section. 
As mentioned above, this is the basis of the cold water curve shown 
in Fig. 2. 

In all the hot water tests conducted in the present program (sub
cooling of 60° C or less) the measured flowrate was considerably less 
than predicted by Bernoulli flow in the convergent section. This is 
evidence of the fact that the limit of metastability was reached up-
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stream of the throat and a two-phase region existed in the remainder 
of the convergent section. Two-phase choked flow then occurred at 
the nozzle throat with local pressure above the back pressure indi
cating a compressible fluid expansion in the divergent section. 

Isentropic-Homogeneous-Equilibrium Model 
The problem of low quality stagnation state was investigated in 

reference [1] using the same apparatus used for the experimental data 
for this paper. It was found that the isentropic-homogeneous-equil-
ibrium model adequately described the pressure profiles and pre
dicted the flow rates for chamber qualities above 10 percent. At lower 
qualities the flow rates predicted were increasingly too low. The as
sumptions of this equilibrium model are: 

1 Thermal equilibrium exists throughout. 
2 Uniform and equal velocities of both phases. 
3 The pressure is uniform in a section normal to the flow. 
4 The expansion is isentropic. 

This model, which requires step-by-step numerical procedures, is well 
documented in the literature and no further details of the procedure 
will be given here. Applying this model to the case of subcooling in
volves using the Bernoulli equation to establish pressure profiles in 
the single phase region which terminates at the position where p = 
pBAT). 

Two-Step Model 
Following earlier discussion of the existence of nucleation delay and 

a metastable region, Brown [2] performed some calculations for a 
two-step process. This model is based upon the concept of nucleation 
delay. Due to the short residence time (on the order 10~3 s), the liquid 
tends to enter a metastable state and becomes increasingly super
heated as it moves in the convergent section of the nozzle. The limit 
of metastability is reached and the vapor phase appears quite sud
denly as a result of copious nucleation in the bulk liquid and on the 
nozzle surface. The extreme limit of metastability is imposed by the 
molecular fluctuations within pure liquid as predicted by Volmer [11]. 
This theory predicts the rate of production of unstable nucleus bub
bles in a pure liquid at a given liquid temperature. Nucleus bubble 
size is related to the pressure difference (and the associated liquid 
superheat) between the vapor in the bubble and the liquid by the 
well-known force balance equation 

la 
Ro = (2) 

Pu ~Pe 

The size of nucleus bubbles in pure water undergoing spontaneous 
nucleation is on the order 10~7 cm and it has been found that the 
corresponding liquid superheating is considerably greater than ac
tually required to produce flashing in nozzle flow. Evidently pre
existing small bubbles of gas of much larger size are present and serve 
to trigger the nucleation process at a much lower superheat. Cavities 
in the nozzle surface may also play a role in the nucleation process. 
Unfortunately the number and size of such bubbles is unknown in 
general and depends upon the past history of water pressure and 
temperature and other factors. There is at present no satisfactory 
means of predicting the number and size of microbubbles in liq
uids. 

In the two-step model it is assumed that the limit of metastability 
for the impure water is known and that a two-phase equilibrium 
condition is instantaneously produced when the limit is reached. Some 
justification for this assumption is provided in Brown's thesis by 
comparing the bubble growth rate according to Forster and Zuber [12] 
with the fluid transit time in the convergent section. 

The conservation of mass, momentum, and energy across the dis
continuity are expressed by 

pxUl = p2"2 (3) 

P l " l 2 + P l = P2"22 + P2 (4) 

fc1 + ^ - f c l + ^ (5) 

which are the same equations as for normal shock waves in gases. 

These equations, together with the equation of state (steam tables), 
give the state on the downstream side of the discontinuity. Down
stream of the discontinuity two calculation procedures were tried as 
follows. 

Two-Step Equilibrium Model 
In this model the flow downstream of the discontinuity is assumed 

to be governed by the isentropic homogeneous equilibrium model. 

Two-Step Frozen Composition Model 
Here it is assumed that the short resident time in the nozzle pre

cludes further evaporation and the quality remains constant down
stream of the discontinuity. The frozen composition model described 
in reference [1] applies in this region. 

Discussion 
Although the limitations inherent in the experimental setup made 

it impossible to vary stagnation chamber pressure and temperature 
independently and therefore hamper the process of isolating the ef
fects of one variable the data reveal trends and support several con
clusions. Observed and predicted flowrates are presented in Figs. 10 
and 11. Results for the two-step frozen composition model were 
evaluated using R0 = 2.54 X 10~5 cm (two-step I) and RQ = 1.27 X 10"4 

cm (two-step II). No comparison is shown for the two-step equilibrium 
model which gave relatively poor results. These figures show that the 
two-step model gives a reasonable prediction of the flowrate while the 
isentropic homogeneous model greatly under-predicts the flowrate. 
The two-step model is rather sensitive to the metastable limit (critical 
nucleus size) chosen, especially at high chamber pressure. The com
parison indicates that a better agreement could be achieved by 
choosing a value for Rg that is larger at lower chamber pressures. Such 
a relation between R0 and pressure may be intuitively the correct 
trend, but unfortunately we have as yet no way of independently es
tablishing the true relationship. 

Fig. 12 shows comparison of a selected observed pressure profile 
to the various models. It is apparent that no single model adequately 
predicts the pressure profile. The plotted two-step profile is that of 
constant quality downstream of the discontinuity. This is the model 
that most accurately predicts the flow rates. 

0 200 400 600 800 1000 1200 
CHAMBER PRESSURE, lb/in? abs. 

Fig. 10 Comparison of observed and theoretical flowrate for Nozzle No. 3 
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Pressure drops were found to diverge from those predicted by in
compressible flow in the converging portion of the nozzle, dropping 
more rapidly from a point shortly before the throat. Pressure mea
surements in this region were not numerous enough to indicate the 
exact point of departure to allow comparison with the predicted point 
of the discontinuity in the two-step theory. Pressures at the nozzle 
throat were reasonably predicted by the two-step model but beyond 
the throat measured pressures are much higher than predicted. This 
indicates that the frozen composition assumption is poor in the di
vergent section. Assuming equilibrium in the divergent section, with 
or without slip gave pressure profiles with trends and magnitudes 
similar to the observed data. 

Conc lus ions 
Data are reported for flashing expansion flowrates and pressure 

profiles in convergent-divergent nozzles fed with high pressure sub-
cooled water. The following conclusions may be drawn: 

1 The flowrates observed are considerably greater than predicted 
by the isentropic-homogeneous-equilibrium theory and below the 
predicted value for cold water flow. 

2 When the subcooling is less than 60°C, flashing begins upstream 
of the throat. 

3 For a given water temperature the flowrate becomes very sen
sitive to changes in the stagnation pressure as subcooling becomes 
small. Similarly at constant stagnation pressure, the observed flowrate 
was very sensitive to small changes in temperature when the sub
cooling is small. 

4 A simple two-step model was proposed based on nucleation 
delay and discontinuous flashing. This model, based on previous 
observations of the metastable state in such flows, was found to rea
sonably explain certain aspects of the data. On the other hand, the 
model lacks an independent means to determine the bubble nucleus 
size upon which the location of the flashing front depends. For this 
reason, it is reported here to document an idea that has been tried 
rather than to present it as a useful predictive tool. Because of the 
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Fig. 12 Comparison of observed and theoretical pressure profiles for Run 
56 

sensitivity of flowrate to location of the flashing front, we may expect 
subcooled critical flow data to depend upon gas content and past 
history of the water. 
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Transient Heat and Mass Transfer 
to a Drop in an Electric Field 
A circulating fluid motion is generated by an electric field imposed on a dielectric drop in 
another dielectric liquid. The motion of the drop surface may be from the poles to the 
equator or from the equator to the poles. Transient heat or mass transfer results in re
sponse to a sudden change in the temperature difference or concentration difference be
tween the drop and the surrounding fluid. The low Reynolds number, high Peclet number 
response is analyzed. The boundary layer equations are solved exactly using a similarity 
transformation. Results are obtained for both directions of circulation. While local fluxes 
differ greatly when the flow reverses, and despite a lack of symmetry, the overall transfer 
rate is independent of the direction of flow. This result applies to the transient as well as 
the steady state. 

Introduction 

When a uniform electric field is imposed on a dielectric drop sus
pended in another such fluid, charge accumulates at the interface. The 
field, acting on this surface charge, produces a force distribution 
generating liquid motion. Because the resultant flow will enhance heat 
or mass exchange between the drop and its surroundings, it is of in
terest for direct contact exchange between immiscible liquids. 

Direct contact exchange between fluids has important applications 
in both heat and mass transfer. Solvent extraction is widely practiced 
where distillation and evaporation are not feasible. Direct contact heat 
exchange has also found application in oil cooling and other disparate 
areas. Use of electric fields to enhance direct contact exchange as 
shown here has the promise of yielding more compact exchangers. 

The creeping motion produced by an electric field acting on a 
spherical drop was analyzed by Taylor [l]1 who found the stresses 
acting to distort the drop. He determined that a circulatory motion 
was induced. Two types of circulatory flow can be observed. For either 
case, streamlines showing such motion within and about a spherical 
drop are presented in Fig. 1. If the product of the dielectric constant 
and electrical resistivity of the drop exceeds the corresponding 
product for the surrounding fluid, the motion at the interface is from 
the poles to the equator. In the other event, circulation is from the 
equator to the poles. 

Outside a drop of radius a, the creeping fluid flow is described by 
a Stokes stream function of the form 

1 Number in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division and presented at the Winter 

Annual Meeting, New York, N.Y., December 5-10,1976. Revised manuscript 
received by the Heat Transfer Division October 19,1976. Paper No. 76-WA/ 
HT-43. 

yfr = Ua2[(a/r)2 - 1] sin2 6 cos 6 

while inside the drop 

\fr = l /a2[(r/a)3 - (r/a)5] sin2 6 cos ( 

(1) 

(2) 

As shown in Fig. 1, r is the distance from the drop center and 6 is the 
polar angle measured from the axis of symmetry. 

This creeping flow solution should accurately describe the flow for 
Reynolds numbers at least as large as 0.1. 

The velocity U is the maximum velocity generated by the electric 
field. This is the tangential velocity uo at the interface where B is ir/4. 
As shown by Taylor, this maximum velocity is 

U- 9£V 
8TT(2 + <r2/< 

— r 
ai)2 L 

5(MI + m) -
(3) 

The subscripts 1 and 2 refer to surrounding liquid and drop, respec
tively. E is the magnitude of the applied field, e, a, and ix refer, re
spectively, to dielectric constant, electrical conductivity and viscos
ity. 

While creeping flow is characterized by low values of Reynolds 
number, Prandtl numbers and Schmidt numbers of viscous liquids 
are typically large, say of order 105. As a result, the Peclet number Pe 
is restricted here to large values. A thin thermal or concentration 
boundary layer is formed. Our attention is directed to a thin region 
on either side of the interface. 

The transient temperature distribution is governed by the energy 
equation 

dT 

dt ' 
i v 2 r - V-VT (4) 

in either liquid. T is the local temperature, t is the time, a is the 
thermal diffusivity and V is the fluid velocity. Near the drop surface, 
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Fig. 1 Streamlines of the circulating liquid motion 

within the boundary layer, the energy equation can be simplified 
considerably. In terms of the radial distance from the surface, 

(5) 

the energy equation reduces to 

dT d2T 

dt 

ldT 
• ue a 38 

(6) 
dT 

ur 
dy2 dy 

The velocity distribution within the boundary layer is calculated 
from the stream functions, equations (1) and (2). To an order of ap
proximation consistent with equation (6), the velocity components 
are 

2Uy 
(sin2 0 - 2 cos2 8) 

and 

uo = 2U sin 8 cos S 

(7) 

(8) 

in both liquids. 
Transient heat or mass transfer from translating spheres has pre

viously been analyzed using equivalent models. Chao [2] and Chao 
and Chen [3] analyzed the unsteady transfer to a translating fluid 
sphere. For large times, their results reduce to the known quasi-steady 
transfer rates [4, 5] for large Peclet number. Konopliv and Sparrow 
[6] determined the transient response in the fluid about a translating 
rigid sphere. As the quasi-steady transfer rate is approached, the first 
term of the Acrivos and Taylor [7] expansion is recovered. 

The analysis presented here uses the technique developed by Chao 
[2], When suitable, this approach yields an exact solution to the 
transient boundary layer relations. An exact closed form solution is 
obtained. Neither the transient or the quasi-steady results are pre

viously known. While there has been no prior theoretical investigation 
of the effects described here, two experimental studies have demon
strated large increases in heat [8] and mass [9] transfer. An analysis 
of the quasi-steady transfer is presented in the Appendix. 

D i m e n s i o n l e s s F o r m u l a t i o n 
The Peclet number describing the flow induced by an electric field 

is defined in terms of the maximum velocity U and the thermal dif-
fusivity of the continuous region. 

Pe = -L-L- (9) 
« i 

A suitable dimensionless time for the response is given by the Fourier 
modulus. 

_ ait 
T ^ 

Dimensionless temperature v is defined 

T - T „ 
v = 

To — Ta 

where T„ is the initial temperature in the surrounding fluid and T 0 

is the initial temperature throughout the drop. A dimensionless dis
tance from the interface, Y, is defined as 

(10) 

(11) 

_y (12) 

in the continuous region where it is everywhere positive and is defined 
by 

y / « i \ ^ 2 

Y = -
( - ) ' a \«2 

(13) 

in the drop where it is everywhere negative. 
Using these definitions and substituting velocity components (7) 

and (8) into the energy equation, we obtain 

dv 32v „ „ , dv _ dv , , 
— = ± Pe 7(2 cos2 8 - sin2 8) — =F Pe sin 8 cos 8 — (14) 
3T 3Y2 dY 38 

in both regions. The upper sign refers to positive U, surface motion 
from the poles to the equator. The lower sign applies to the opposite 
case. 

The initial conditions on the temperature distribution are, in 
agreement with definition (11), 

y2 = l at T = 0, 7 < 0 

vi = 0 at r = 0, Y > 0 (15) 

Boundary conditions are imposed at the interface and at the outer 
borders of the thermal boundary layers. Temperature equality is • 
achieved instantaneously at the interface. 

vi = i)2 at Y = 0 (16) 

The heat flux is also continuous across the interface. Defining a di
mensionless property ratio 

^Nomenclature— -

a = sphere radius 
c = coefficient in equation (25) 
/ = heat flux 
g = function defined in equation (20) 
k = thermal conductivity 
Nu = Nusselt number 
Pe = Peclet number 
Q = overall heat transfer rate 
r = spherical radial position 
T = temperature 
t = time 
U = maximum velocity component 

u = velocity component 
V = velocity 
v - dimensionless temperature 
Y = dimensionless distance from interface 
y = distance from interface 
a = thermal diffusivity 
/3 = property ratio defined in equation (17) 
i ~ dielectric constant 
7j = similarity variable 
8 = polar angle 
M = viscosity 
a = electrical conductivity 

T = dimensionless time c 
(10) 

X = similarity variable 
\[> = Stokes stream funct 

Subscripts 
0 = initial, inside drop 
1 = outside drop 
2 = inside drop 
°> = initial, outside drop 
/ = final 
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kl 

' k2 

lav \ 1/2 
(17) 

in terms of the thermal diffusivity a and thermal conductivity k, this 
condition becomes 

dvi di>2 
B—- = — a t Y = 0 

dYi dY2 
(18) 

When 8 is small, resistance in the continuous phase dominates. 
Disperse phase resistance dominates at large 8. 

At the outsides of the presumably thin thermal boundary layers, 
the temperatures approach uniform temperatures equal to the initial 
temperatures 

i>2 -* 1 a s Y - » - ° 

ui - * 0 as Y—• oo (19) 

More strictly, the bulk drop temperature will continually approach 
the temperature of the surrounding fluid. The steady state obtained 
in this analysis is, in fact, quasi-steady. Following the initial response 
examined here, the transfer rate is well described using the steady-
state expressions together with the instantaneous bulk temperatures. 
While the minimum value of Y is —1, boundary condition (19) is 
satisfactory because the relations are parabolic. The limit is ap
proached at the outside of the boundary layer. 

The analysis of mass transfer is analogous to that for heat transfer. 
For this reason, it is unnecessary to write the relations for mass 
transfer. At any point, the corresponding expressions for mass transfer 
are obtained by replacing temperature by concentration, thermal 
diffusivity and thermal conductivity by molecular diffusivity, and by 
introducing a distribution coefficient in equation (16). 

sin40 
: ± T . 

tan4 8 exp (=F4 P e r ) 
(27) 

4 4[1 + tan2 0 exp(=F2 Pe T) ] 2 

The transient temperature distribution is described by the diffusion 
equation (22) subject to equations (15), (16), (18), and (19). These 
conditions are written in terms of the similarity variables if one re
places T by x and Y by y\. Because of the symmetry about the equa
torial plane, we have restricted our attention to the hemisphere, 0 < 
8 < IT/2. The solution is well known [10]. Outside of the drop 

T-T«, 1 

T0 - r„ I + 
while within the drop 

T - T „ 8 

erfc ( : 

\ 

y sin2 0 cos 0 , 

2a 

T0-T„ 1+8 
erfc 

|y | sin2 8 cos 0 

2a X « 2 ' 

(28) 

(29) 

The transient temperature distributions will be examined in detail 
when the two directions of circulation are considered separately. One 
detail is worth noting here because it applies equally to the two di
rections of circulation. Regardless of the direction of circulation, when 
the time is sufficiently small, equation (27) reduces to 

X — sin4 0 cos2 0 Pe T (30) 

With this expression and with the definitions (10), (12), and (13) of 
T and Y, the small time temperature distributions are obtained. 

These relations are, of course, the solution for conduction heat 
transfer between two semi-infinite stationary bodies. In the initial 
stage of the heat transfer, no angular variation is observed, the fluid 
velocity is irrelevant, conduction dominates. As time progresses, 
convective effects become increasingly important. 

(20) 

Simi lar i ty T r a n s f o r m a t i o n 

If we introduce similarity transformations of the form 

V = Yg(6) 

X = xO, T) 

the energy equation (14) becomes 

— ( — ± Pe sin 0 cos 8 — ± n — Pe 
dx \3T 66/ dr, 

• I sm8cos8- — - (2 cos2 0 - s i n 2 0)1 = £2 — (21) 
L gdd J drj2 

This equation reduces to the diffusion equation 

dv _ d°-v 

dx drj2 (22) 

if two conditions can be satisfied. This great simplification is obtained 
if 

and if 

3 * , TJ • a ad* 9 
— ± Pe sin 8 cos 0 — = gz 

dr 66 

1 dg 
sin 8 cos 8 = 2 cos2 0 — sin2 0 

gdd 

(23) 

(24) 

Separating and integrating this final relation, we find that we must 
choose g to be 

g = c sin2 8 cos 0 (25) 

in order to satisfy condition (24). c is an arbitrary constant. 
Choosing c2 to be the Peclet number, condition (23) becomes 

dx dx 
— ± Pe sin 8 cos 0 — = Pe sin4 0 cos2 0 (26) 
dr 30 

Using the method of characteristics and requiring that x and T vanish 
together for all 8, we integrate to find 

H e a t T r a n s f e r 
The heat flux at the surface of the drop will vary with the angular 

position and with time. Initially infinite, the flux at any location will 
monotonically decrease to its final steady value. Choosing equation 
(28) to evaluate the flux, we have at the interface 

dT\ fe1(To-T„)sin20cos0 /Pe 
/ = - * i — 

a(l + B) 
(31) 

irx dy\y=o 

For sufficiently small time, x is given by equation (30) and the flux 
is everywhere on the surface equal to 

• T . ) kdT0-T.) 
f-

ki(T0- (32) 
a ( l + (3)vV7 (l + 8)Vctii 

At larger times, the convection produces angular variation in the 
flux. 

The overall heat transfer rate for the drop can, by symmetry, be 
obtained by integration over a single hemisphere surface 

Q = 47ra2 C' f sin 8d8 

4iraki(To - T „ ) . 
Q 

l + i •w JO 
1/2 sin;! 0 cos 8 d8 

(33) 

(34) 

The Nusselt number of the drop is 

Nu> 
Q 

2Taki(T0- T„) 

which becomes 

2 /Pe /•f/2 

Nu = V — I X~1/2 ain:! 8 cos 8 d8 
1 + 8 v ,r J o 

For small time, this Nusselt number is 

2 
N u = -

(35) 

(36) 

(37) 
(1 + B)V^ 

Because the small time heat transfer is conductive, this result is ob
tained for any flow about a sphere. Results for later times are pre
sented in the sections dealing with the directions of circulation. 
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Fig. 2 Transient temperature distribution in the boundary layer outside the 
drop—circulation from the poles to the equator 

P o l e to E q u a t o r 
Circulation with interface motion from pole to equator is considered 

first. The temperature distribution is given by equations (28) and (29) 
with x from equation (27) using the upper signs. 

The thermal response outside the drop is shown in Fig. 2 for one 
set of conditions. /? is chosen to be 1 and Pe is 103. The temperature 
distribution is shown at three different values of 8 and for two dif
ferent times. For the short time, Pe T equaling 0.1, no significant 
differences are observed at three angular positions. Conduction still 
dominates at this time. When Pe r is 10.0, however, the thermal 
boundary layer is nearly fully established. The thickness of this layer 
grows as 6 increases, that is, in the direction of flow. 

For large time, equation (27) yields 

mal properties of either phase. The ratio of the short time Nusselt 
number to final Nusselt number is, using equations (37) and (42), (Pe 
T)-i/2 >pnjs s i m p i e expression is accurate to within 5 percent for Pe 
T less than about 0.5. When Pe T is 1.0, the response is nearly complete 
since Nu/Nty is only about 1.146. By Pe r of 2.4, the Nusselt number 
has fallen smoothly to within 1 percent of its final value. The relaxa
tion time of the thermal response is of order a/U. 

E q u a t o r to P o l e 
When the surface flows from the equator to the poles, the tem

perature distribution differs significantly. Using the lower signs of 
equation (27) the temperature distribution is calculated as before. 
The results of these calculations are shown in Fig. 3. Again, the small 
time distribution is the same at all values of 0 and is the same as in the 
opposite flow. For larger times, the boundary layer thickness grows 
as 8 decreases. In the calculation shown, the thin boundary layer re
striction is not satisfied for small 6 and large time. 

As the heat transfer becomes steady, we have 

X — - (1 - sin4 8) 
4 

in contrast to equation (38). The steady flux distribution is 

2 fe 1 (T o ~T„)s in 2 0 . / P i 
/ : 

(43) 

(44) 
a( l + /3)(l + sin20)1 /2 v w 

This flux distribution may be compared with the distribution ob
tained with the opposite circulation. The differences resulting from 
reversing the flow direction are obvious. 

Integration in equation (36) using the final x for this equator to pole 
flow, equation (43), yields 

Nu/ = 
1 + / 3 V 7T 

(45) 

This same result was obtained for pole to equator flow. While local 
fluxes differ greatly when the flow reverses and while the flux distri
butions display no symmetry, the overall steady transfer rate is in
dependent of the direction of flow. 

Since the interface is isothermal and at the same temperature for 
both directions of flow, this equality of steady transfer rates is an
ticipated. It has been shown [11] that the overall rate of steady forced 

(38) 

in this case. The steady temperature distribution is then 

7" — T„ 1 iy cos — = erfc / 1 
To - T„ 1 + (3 V o / 

outside of the drop and 

T-T. 
1 

1 + /3 
-erfc 

Ay\ cos 8 / P e « i \ 

(39) 

(40) 
T o - T „ 

inside of the drop. 
When this steady temperature distribution is established, the flux 

across the interface becomes, from equation (31), 

2ki(T0-T„) cosfl. /Pe" 
f- (41) 

a ( l + |S) V w 

The corresponding overall heat transfer rate is expressed as the final, 
quasi-steady Nusselt number. Integration of equation (36) using 
equation (38) yields this final Nusselt number. 

N u , = 
1 + 0 

(42) 

The transient Nusselt number is calculated from equation (36) with 
the complete expression (27) for %. Gaussian quadrature was used to 
evaluate the integral. 

The ratio Nu/Nu/ of instantaneous-to-final Nusselt number de
pends only on Pe T, which is 21 U\ t/a and is independent of the ther-

0.5 
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^ V y 0.1 ^ 

\ \xNr~ l0°" 

\ \ \ 

\ / X 
V / / 

I i 

>Pe T 

V"' / 

i 

/ 

i 

i 

Pe = I03 

/ 3 = l 

. 7T/6" 

/ 77-/4 

/—w/3 „ 

>8 

i ^ " " " ~ - — . -

O.I 
y/a 

Fig. 3 Transient temperature distribution in the boundary layer outside the 
drop—circulation from the equator to the poles 
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convection heat transfer, from an isothermal body of arbitrary shape 
to a fluid of uniform temperature, is invariant to a flow reversal at 
every point. 

The transient Nusselt number is obtained by integrating equation 
(36) using equation (27) with the lower signs. For short times, the heat 
transfer is conductive so that the Nusselt number must agree with pole 
to equator results. For long times, as the heat transfer becomes steady, 
the Nusselt number must again agree with pole to equator results. 
Remarkably, the equator to pole Nusselt number equals the pole to 
equator Nusselt number at all times. The transient Nusselt number 
is independent of the direction of flow. 
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APPENDIX 
Because the steady heat and mass transfer rates have not been 

previously obtained, this section is included to show how they may 
be obtained without analysis of the transients. 

The development closely follows the transient analysis until the 
section on similarity transformation. The changes consist of dropping 

the storage terms on the left sides of equations (4), (6), and (14), 
eliminating the dimensionless time defined by equation (10), and 
removing the initial conditions (15). 

Defining -n as in equation (20) while deleting x, the energy equation 
becomes 

(sir 
du i 1 < 

±ij — Pe ( sin 8 cos 8 -
drj 

• - 2 cos2 6 + sin2 0) = g5 ,d
2u 

dv
2 

in place of equation (21). If g is chosen so that 

1 („ =FPe ( sin 8 cos ( — - 2 cos2 6 + sin2 e) = 2g2 

dd J 

(A-l) 

(A-2) 

(A-3) 

is satisfied, then equation (A-l) becomes 

d2v dv 
— - + 2V — = 0 
dr)2 drj 

with error function solutions. 
The solution of equation (A-2) depends upon the direction of cir

culation. For the upper sign, motion from the poles to the equator, 
we find 

g = V P e cos 8 (A-4) 

while flow from the equator to the poles requires that we choose 

g = \ Z T / e
2 sin2 fl (A-5) 

1 + sin' 0 
The solution of equation (A-3), satisfying the boundary conditions 

imposed on v, is, for 0 < 8 < ir/2, 

T-T„ 1 

T0 - T„ 1 + 0 

outside the drop, and 

erfc (yg/a) 

T0-T„ 1 + P 
erfc 

\ a cti' 

inside the drop. 
The corresponding heat flux at the interface is 

f--ki— I 
2kAT0 - T„)g 

(A-6) 

(A-7) 

(A-8) 
dyly=o V^ra(l + /3) 

in agreement with equations (41) and (44). The overall heat transfer 
rate becomes 

Nu> 
1 + 0 

regardless of the direction of flow. 

(A-9) 
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Thermal Performance Models and 
Drift Loss Predictions for a Spray 
Cooling System 
The relation between the Spray Energy Release (SER) and the spray nozzle efficiency (ij). 
is considered with the view toward increasing the utility of previous spray thermal perfor
mance information. Through the approximate analysis of an assumed counter-flow pro
cess, the relevant parameters that TJ depends upon have been identified as the total heat 
transfer factor c'7cw, the sensible heat factor </>, and the SER. In general rj cannot be corre
lated with wind speed alone. Similarities and differences between the NTU and SER 
methods are also considered. Values of SER are established from data obtained from a 

. prototype spray system and a laboratory scale single column spray system. A simplified 
drift loss prediction model which is in good agreement with experimental data is proposed 
for an open atmosphere spray system. 

In troduc t ion 

A number of models and correlations have been advanced for the 
purpose of predicting the thermal performance of single spray units 
as well as entire spray cooling systems. These models, ranging from 
being purely empirical to semiempirical in nature, are typically 
characterized in terms of either the spray nozzle efficiency (ij), the 
so-called Number of Transfer Units (NTU), or more recently the 
Spray Energy Release (SER). 

Traditionally, the spray nozzle efficiency has been defined as a 
simple ratio of the temperature difference between the warm water 
entering the nozzle (T,.0) and the droplets at the pond surface (Tsp) 
to the temperature difference between Tc0 and the ambient wet bulb 
T,,„.,i.e., 

l = (Tr0-Txp)/(TcQ-Twb«,) (1) 

Even though attempts, such as correlating i\ with wind speed [l],2 have 
been made at increasing the utility of the TJ concept, this approach still 
has severe limitations because it is not a fundamental description of 
the energy transfer process. Hence, information from one system 

1 Present address: Fast Breeder Reactor Department, General Electric, 
Sunnyvale, Calif. 

2 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
July 26,1976. 

cannot be readily extrapolated and transferred to the design of other 
systems. 

The NTU quantity has various definitions. For example, Kelly [2] 
defines the spray unit NTU as the ratio of the heat rejected by a unit 
mass of coolant to the difference between the enthalpy of sprayed 
water leaving the nozzle and that of the ambient air. Hoffman [3] 
defines the spray unit NTU in integral form similar to the Merkel 
integral equation but uses an average integrand over the integration. 
Chen [4] and Porter and Chen [5], through the consideration of the 
heat and mass transfer of a completely mixed (equivalent) drop, ar
rived at a Merkel type integral equation on the one side, and a di-
mensionless parameter incorporating the complex dynamical effect 
on the other side. The driving potential in the integral equation is 
taken to be the difference between the total heat of the saturated 
water and that of the ambient air. The integral is defined as the NTU 
of the spray unit. Chen [4] has shown that for typical spray modules, 
the integral equation can be closely approximated by the Hoffman 
integral [3]. 

As with the NTU approach, the SER method also relies on the ex
perimentally determined performance of a spray unit to predict that 
of the entire system. The details of the SER development, including 
the predictive procedure through the spray field once the SER de
pendency of the spray unit or cluster has been established with wind 
speed, have been given by Chen [6] and Chen and Trezek [7]. The SER 
yields a prediction of the droplet temperature at the pond surface as 
well as the local air vapor wet bulb and dry bulb temperature. 

The aim here is to illustrate the similarities and differences between 
the previously discussed predictive approaches. In addition, further 
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clarification of the efficiency concept is needed in order to interpret 
and use previous thermal performance data where outgoing wet bulb 
temperature of the air leaving the spray is not available, generally, 
clue to lack of adequate instrumentation for this purpose [8]. 
Knowledge of the link between the unit approach and efficiency also 
finds utility in the field testing of an existing spray system where the 
single unit performance may not have been established in advance. 
A model for predicting the drift loss from a spray system is also pre
sented. 

The Relat ion Between S E E and NTU 
Consistent with the foregoing discussion, the NTU quantity can 

be experimentally correlated as a function of ambient wind speed. 
This relation enables one to determine the spray water temperature 
at the end of the trajectory once the weather data (wind speed, wet-
bulb temperature, etc.) and the nozzle inlet water temperature are 
known. However, the local humidification and wind attenuation ef
fects in a spray system render the application of the NTU method 
uncertain unless the local weather condition is determined. For typical 
spray systems investigated, where the wind attenuation in the spray 
field is insignificant, the wet bulb temperature variation has been 
incorporated to account for the local humidification [3,5]. This con
sideration of the local humidification effect through the experimental 
investigation of a typical system restricts the further application of 
the NTU method when the more general systems are to be evalu
ated. 

Chen [6], through the consideration of a group of droplets having 
a size distribution, obtained again a similar Merkel type of integral 
equation which is given as 

X 
TcO 

Tsp Ho 

cwdT 

•Ha •Cf)©® m 

It has been experimentally observed that the local wet bulb temper
ature in the spray unit is neither ambient nor homogeneous and, in 
general, varies from location to location in the spray field. For the case 
of very low wind, approaching the condition of no wind, the local wet 
bulb temperature tends to be homogeneous while at high winds it 
tends to approach the ambient value. Thus, the local air total heat He, 
in equation (2) is an undefined quantity. Also, the dimensionless 
groups on the right-hand side of the equation cannot be readily de
termined because of the absence of an_experimental correlation for 
the average heat transfer coefficient (hc) for the spray. Through a 

parametric study it has been shown [6] that the integral in equation 
(2) can be replaced by an approximate expression termed the Spray 
Energy Release (SER): 

X 
T<° cwdT _ cw(Tc0-Tsp) 

TsD HQ • 
BSER 

Ha H(T)-H(Twh) 

Further, it follows that a minimum SER can be defined as 

SERmjn — 
Tco CmdT J "'" c„,( 

Tsp HQ — Ha* 

(3) 

(4) 

Quantity SER is identical to NTU in that it represents the unknown 
dynamical parameters of the spray. However, since the experimental 
evaluation of this quantity depends on the air-vapor energy balance 
in the equation in which is is employed, the present terminology of 
SER is used to denote the particular approach used here. Both SER 
and SER„,,n are expressible as experimental functions of wind speed 
but are identical at large wind speed. Experimental correlations for 
SER and SERmin suffice to define performance for small wind at
tenuation. In the previous NTU method [4, 5], experimental corre
lations for NTU and a dimensionless increment in local wet bulb 
temperature were employed. While the wet bulb temperature varied 
from.spray to spray, it was constant within a spray. In the present SER 
method a variable local wet bulb temperature is used as related to a 
liquid to gas ratio. 

When the wind attenuation effect is significant, additional con
sideration of momentum exchange in the spray unit can be carried 
out. A discussion of the step by step computational procedure through 
the spray field has been previously presented [6, 7]. 

The Relat ion Between SER and rj 
An energy balance between the sprayed coolant rate (L) and the 

air (G) which participates in the energy transfer process is approxi
mately given as 

cwLdT = GdHa (5) 

If a linear approximation is assumed for Ho such that dH0/dT = c' 
=a constant then 

d(H0 - Ha) = W - cw(L/G)]dT (6) 

and using equation (3) with the assumption of counterflow yields 

.Nomenc la tu re -

c' = total heat gradient 
c„, = specific heat of liquid water 
CD = drag coefficient 
D = drop diameter 
Aw = Sauter mean diameter 
f = a function 
FDX = spray drag force in the x -direction 
FDy = spray drag force in the y -direction 
g = a function 
.g = body force per unit mass 
G = participating air rate 
hc = statistical time averaged heat transfer 

coefficient 
H = total heat or sigma heat function 
Ha = local air vapor total heat 
HQ = average local air vapor total heat; He, 

= H(Twh) 
Ho = total heat corresponding to the satu

rated spray water temperature 
H0 = average spray total heat; H0 = H(T0) 
j = subscript; the jth quantity 
k = thermal conductivity 
L = water spray rate 

Mo = drift loss of a spray unit 
N = number of spray units 
NTU = number of transfer unit 
Re = Reynolds number 
RL. = cumulative volume (or mass) fraction 
s = displacement 
sx = displacement in the x -direction 
sv = displacement in the y-direction 
SER = Spray Energy Release 
SERmjn = minimum Spray Energy Release 
SH = height of the spray unit above pond 

water surface 
S/, = distance of the spray unit irom the 

downwind pond edge 
t = time 
t = average residence of the spray 
t* = tit 
T = temperature 
T* = (T-T„,(,„)/(Tc 0-Tu ,6„) 
Tco - hot nozzle water temperature 
Tj = dry bulb temperature 
T = average spray temperature; T = (TCQ + 

Tsp)/2 

Tsp = spray water temperature at the end of 
the trajectory 

T,,,/, = wet bulb temperature 
Twb - average wet bulb temperature; Tu,t, = 

(r,„fc. + Twbf)/2 
Twt,f = final wet bulb temperature 
Tu,b„ = ambient wet bulb temperature 
u = horizontal air velocity component 
u„ = ambient wind velocity 
U = air velocity 
Up = drop velocity 
v = vertical air velocity component 
WF = total drift loss fraction 
a = thermal diffusivity 0,„(, = (Twb — 

Twb^)/(Tco — Twb„) 
T) = spray nozzle efficiency 
<j> = sensible heat factor 
p = air vapor density 
pa - density of dry air 
pp = density of particles or drops 
pw = density of liquid water 
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J-.tfCTrol-wcr,, 

H(7',p)-H(r„.,, 

• tf(Tl.0)-W(T„ty) cwd(H0-Ha) 

V-®\ 
- = SER 

((HQ-HG) 

After integrating and rearranging, equation (7) reduces to 

J wbf ~ ^ wb 

In 
/ TrQ — Twbf \ 

\Tsp - Tu.hJ 
In 

Teo - T„,t 

1-V 
= SER-

\c„, G/ 

(7) 

(8) 

dSwb _ c,„ L 

dT* ~ c' G 

where dHJdT = dHa/dTwb =* c'. Thus, 

cw i'N 

c' 

At the end of the spray trajectory, Tmb = Twbf\ so that, 

c' 

"wb = 8, wb 

8„,hf — •bf = Vwbf 

\ 'c''GJ 

y, T,,* = Twb: 

(T---H) 

(15) 

(16) 

(17) 

Since (Twb/ - T1,,̂ ™) « (T,.0 - Twb™), equation (8) then reduces to 
the following relation between r/ and SER, i.e., 

l-exp[-SER. (£-§)] (9) 

If the definition for spray nozzle efficiency is modified by using the 
local wet bulb temperature in the spray field, then the spray nozzle 
efficiency at any location in the spray field is given by equation (9), 
which is based on the counterflow analysis. Even though the coun
terflow analysis does not represent that for the actual system in which 
the air flow process is not defined, the analysis does give a functional 
relationship between the spray efficiency and other relevant spray 
parameters, i.e., SER, c'/cw, and L/G. 

The ratio c'/cw, the total heat transfer factor, can be considered as 
the total energy transferred per unit temperature change of coolant. 
The quantity L/G indicates the ratio of the coolant spray rate to the 
amount of air participating in the energy transfer process. In con
sidering this quantity of air, although a complex air flow process exists 
in a spray system, the basic mechanism that brings about the flow is 
the existence of the relative velocity of the spray to the air which 
creates the air flow process over the spray. Thus, the supply of air is 
achieved by the ambient air movement, the entrainment, and the 
thermal buoyant force. For a given spray, the participating air will 
depend upon the wind and the thermal effects. 

Functional Relations by Dimensional Analysis 
Various dimensional considerations can be used to illustrate the 

fact that 77 in general cannot be correlated with wind speed alone. 
Using an approach according to that of the ir-theorem, it follows that 
a dimensional analysis for L/G yields 

where 

L/G = g(TcB, T,p, Td„, T,„b„ SER) = /(„, <fi, SER) 

* = (Tc0-TrfJ/(T(.o-T„,(,J 

(10) 

Consequently, the minimum number of parameters which the spray 
nozzle efficiency depends upon are 

n ( - , <t>, SER) = n ( % SER) (11) 

Another illustration of the functional relationships given in equa
tion (11) follows from the nondimensionalization of equation (2) be
fore integration; namely, 

^6(^)(>*)(jt)(£.) (12) 
dt* \ k I \pj \DUS

2J \cj 
The initial condition at t 

71* = T" 

OisT 

hcD, 

1 and 

at 

V ' k ' Pw' Dus2' Cwl 
(13) 

k Pw 

At the end of the spray trajectory, T = Tsp and 

Tsp* = Tsp* (SER, — ) (14) 
\ cw/ 

The energy balance relation of equation (5) can be expressed nondi-
mensionally as 

Kbf=Swbf(sER, — ,-) 
\ cw U/ 

(18) 

Since 

„ Twbf ~ Twb< 

it follows that 

1 -
7\o — Td 

Tea ~ T,„i 

(19) 

c' L\ F ( * , * „ S E R , — , - ) = o 
V c,„ Gl 

For the open atmosphere spray systems investigated, 0 » (/>,-, equa
tion (20) can be approximated as 

and 

F (d>, SER, —,-)=0 
V cw G/ 

L L /c' \ 
- = - ( — , <7i,SER) 
G G \c„, / 

(21) 

(22) 

However, from the approximate analysis of a counter-flow spray 
system as shown by equation (9), 

V : 

<t,(8ER,-,-) 
V Cw G/ 

/SER, —, </,) 
\ Cw I 

(23) 

(24) 

The quantities c'/cw and </> are not independent because the former 
is indicative of the total quantity of heat rejection while the latter 
indicates the sensible heat rejection for a unit decrease in temperature 
potential of the coolant. Thus, i; can be further expressed per unit of 
total heat rejection as 

, - , ( S E R , ^ ) 

The particular combination of c„,/c' and <j> used previously was sug
gested by the correlation of experimental results presented here. 

Experimental Considerations 
Thermal performance of sprays was studied at the large laboratory 

spray pond located at the University of California, Berkeley's Rich
mond Field Station and at the nuclear service spray ponds of the 
Rancho Seco Nuclear Generating Station. The laboratory studies were 
intended to provide information of a more detailed nature such as the 
trajectories, heat and mass transfer, and size distribution of the spray 
droplets; effects of spray spacing on air circulation within and around 
a spray under various ambient psychrometric and wind conditions; 
and evaluations of a single spray unit SER. On the other hand, the 
field study at Rancho Seco was primarily concerned with using spray 
thermal data along with the ambient psychrometric and wind con
ditions to determine overall pond thermal performance and water 
losses. 

The laboratory facility consists of a 30.5 X 15.2 X 1.5 m rubber lined 
pond which is heated by means of a boiler and heat exchanger ar-
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Fig. 1 Schematic drawing of experimental spray pond facility 

rangement. Spraco No. 170B nozzles having a capacity of 1O.21/m and 
12.4 l/m with spray patterns of 3.0 m and 3.7 m at nozzle pressures of 
0.34 bar and 0.48 bar, respectively, were arranged as shown in Fig. 1. 
By changing the pressure and operating either a five- or three-nozzle 
configuration, thermal performance studies of continuous, where the 
spray patterns slightly touch, and spaced, non touching spray nozzle 
arrangements could be studied. The overall droplet trajectory was 
about 6.1 m. An instrumentation access platform holding the catch 
pans was located about O.B m above the water level. The spray nozzles 
werc positioned 1.5 m above the platform. The facility was instru-
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Fig. 2 Schematic diagram of spray system and location of data collection 
points 

Journal of Heat Transfer 

Flg. 3(a) Movable catch pan 

Flg. 3(b) Movable catch pan In spray 

men ted for the measurement of nozzle inlet temperatures, ambient 
and inters pray psychrometric conditions, wind speed and direction 
and provided with catch pans for the measurement of droplet tem
peratures at the pond surface. Further details of this facility are given 
in reference [6]. . 

In addition to the basic pond performance test concluded at Rancho 
Seco a number of pond traverses were made of the local conditions 
of spray temperature and flow rate at various positions, shown in Fig. 
2, within the spray pattern. The local temperature and flow rate in
formation was obtained with a movable catch pan which could be 
traversed through the spray region. Essentially a catch pan was at
tached to a floating platform, seen in Fig. 3(a) which would be towed 
to prescribed positions in the spray pattern, shown in Fig. 3(b), using 
a guide rope and pulley arrangement. 

The catch pan consisted of a 30-cm dia collection pan having a 
I5-cm high wall. The conical bottom funneled the collected water to 
a O.B-cm dia outlet pipe located at the apex of the cone. Located just 
.above the outlet pipe was a thermistor to measure the temperature 
of the collected water. 

The water flow rate through the outlet pipe was controlled by the 
standing head in the catch pan which in turn was controlled by the 
local flow rate of the spray. The pipe flow produced a pressure drop 
in the pipe which was measured using a sensitive Statham Model 
PM5TC differential pressure transducer. The system was calibrated 
so that an oscillograph light beam deflection could be correlated with 
a catch pan flow rate. 

The experimental data, taken from these spray pond tests has in
dicated the dependency of spray nozzle efficiency on the wind speed 
in addition to the sensible heat effect: The relation between spray 
nozzle efficiency and SER, Fig'. 4, parametric with cw¢/c', iliustrates 
the dependency of TJ on the sensible heat transfer parameter. The more ' 
pronounced effect of this parameter is shown in Fig. 5 when LIG is 
considered in place of TJ. Consequently, it follows that if the sensible 
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Fig. 4 Spray efficiency as a function of SER for Spraco nozzle No. 1706 at 
0.34 bar (5 psig) 
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Fig. 6 SER versus wind speed for Spraco nozzle no. 1751 at 0.48 bar (7 
Psig) 

heat transfer parameter and wind speed remain approximately un
changed, the spray nozzle efficiency based on local wet bulb tem
perature in the spray field will be approximately equal. Thus, if the 
temperatures TCQ and Tsp for two continuous spray units or cluster 
of spray units are known, with one of them being exposed to the am
bient condition, the local ambient wet bulb temperature for the 
downwind unit will be given by 

l /r/>OD2 2 - Tca, "" (TcOo — Tsp2) 
TcOi ~ T„, 

a ) 
where subscripts 1 and 2 designate upwind and downwind condi
tions. 

Data of Tsp of the spray rows at different locations along the wind 
direction is available from the Rancho Seco spray pond test [1]. The 
upwind spray row at the leading edge and the one immediately fol
lowing provide enough data to evaluate the approximate final wet bulb 
temperature for the spray units in the upwind row. The wind speed 
dependence of SER and SERmjn, computed from the Rancho Seco 
data and laboratory spray pond studies [6], is given in Figs. 6 and 7, 
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0.1 
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O 0.55 - 0.56 
a 0.70-0.84 
A 0.85-1.06 

0.8 2.4 2.8 

Fig. 5 Ratio of water spray rate to participating air rate, L/G, versus SER 
for Spraco nozzle No. 1706 

respectively. This information along with that of the spray drag [7] 
permits an evaluation of the spray system performance according to 
a previously outlined procedure [6, 7]. The spray drag-wind speed 
correlation has been established for the spray cluster under study 
as 

FDX = 0.3878 u . + 0.4975 uJ + 0.3542 uj (N) 

(m/s) 

10 
I.O 10 

O.I 
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+ ^ ) ' / z 
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Fig. 7 SERmln versus effective wind speed 
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FDy = 0.7986 [1 + (3.13/u„)2]1'2FDx; u„(m/s) ^ 0 (27) 

= 2.2237 (N); u . = 0 

Germane to present considerations are the results of such an 
evaluation shown in Fig. 8 in terms of the decrease in heat rejection 
as a function of distance into the spray field from the leading edge. 
Predictions made by the SER method are within 5 percent for the low 
wind case and 10 percent for the high wind case of the mean of the 
data. The deviation at the last row, more pronounced in the low wind 
case, is due to the interaction of ambient air with the spray causing 
increased thermal performance. 

Spray System Drift Loss 
Spray pond drift and its effects have been studied by a few inves

tigators. Guyer and Golay [9] studied the problem of downwind salt 
deposition from a salt-water spray pond system. A step-wise 
nonturbulent trajectory calculation approach was utilized in obtaining 
the droplet location. In this study, the spray pond drift is defined as 
droplets with size range 0-1000 p. that are transported out of the spray 
system. Stewart and Nelson [10] investigated the local meteorological 
effects of drift, icing, and fogging. The average drift size cited in the 
study is 50-200 p., while a maximum drop size as seen in the figure is 
about 450 p. Schrecker and Henderson [11] obtained a maximum drift 
particle size of 450 p at a distance of 91.4 m (300 ft) downwind the 
spray system and at a height of 4.6 m (15 ft) above the water surface. 
The wind speed was reported as high but no specific value was given. 
Schrock, Trezek, and Keilman [8] reported the experimental inves
tigation of a spray pond system and gave an empirical correlation of 
spray drift as a function of wind speed. At 7.2 m/s the drift loss is 
about 0.96 percent of the coolant water. From the cumulative distri
bution data of the spray generator, the drift size is found to be about 
500 M. 

It is seen that the drift of a spray system is not well defined. The 
drift size depends on the system geometry, weather conditions, and 
the location at which the sample is measured. The complete de
scription of the drift particles movement will involve the solution of 
the air vapor flow field on top of the spray system together with the 
solution of the momentum equations describing the motion of a 
swamp of particles having a distribution dependent upon location and 
time. However, the present investigation is concerned with the pre
diction of the amount of sprayed water lost as drift so that the detailed 
solution of the air vapor and particles flow fields is not necessary nor 

desirable. If the spray cumulative distribution function is known and 
if the maximum transportable particle size leaving the spray field can 
be determined, then the amount of drift loss is readily estimated. 
Since the distribution of the spray is known through actual testing 
or otherwise, and if the established spray distribution can be assumed 
valid for all the spray units in the spray field then the relevant drift 
loss problem is that of determining the maximum size of the particle 
that can be transported out of the spray field. This is determined by 
solving a set of simplified two-dimensional equations of motion. 

In the model, the droplets are assumed to move in the relatively 
narrow air vapor flow field situated between the top of the spray field 
and the free stream. The air vapor flow field is such that the horizontal 
velocity component has the same magnitude as the prevailing ambient 
wind and is constant throughout the spray field. The vertical velocity 
component is equal to the upward velocity from the spray which is 
obtained from a momentum balance of the air-vapor flow through the 
spray [6,7]. It is constant at a given location in the vertical direction 
but may be different at different locations in the horizontal direction. 
This happens because, in general, the spray units at different locations 
have different vertical velocities because of the differing buoyant 
forces produced. A further simplification is made by assuming that 
the air vapor vertical velocity component is the same throughout the 
flow field and equals that of the spray unit under consideration. 

Jn order to determine the size of the drop that traverses a specified 
distance, a trial and error method is used. The drop momentum 
equation is solved for a number of drop sizes. This leads to the de
termination of the distances covered by the drops. The required drop 
size is determined when the computed and specified distances match. 
Assuming that the drift particles formed at the spray top have an 
initial upward velocity equal to that of the upward flow buoyant air 
vapor and have no horizontal velocity component, the equation of 
motion for the drop particle of size D is given by 

dUP _ 3 
— -CD ( ^ U | r 7 - t / P | ( [ J - t / P ) + g ( i - - ) 

\pp! D \ pp/ dt 4 \pp 

The initial condition is 

Up = vj at t = 0 

and the air vapor flow velocity is 

U = u„i + v] = constant for t > 0 

The air vapor density p is assumed to be constant. The particle drag 
coefficient Co is a function of particle Reynolds number defined as 
Re = | U — Up\D/v and has the following correlation for water drops 
[6]: 

24 i 

Re 1 + /Ri 
: + 0.27 1 < Re < 1000 (29) 

C,> = 0.6649 - 0.2712 X 10"3 Re 

+ 1.220 X 10"7 Re2 - 10.919 X 10~12 Re:! 

1000 < Re < 3600 

The displacement of the drop particle is given by 

r 
(30) 

(31) 

where s = sxi + syj. This is an open end integration, which means that 
the final time is not specified. When the origin is taken at the top of 
the spray unit under consideration, the integration is stopped when 
Sv = SH, where SH is the distance between the spray top and the 
reservoir water surface. Equations (28) and (31) are solved for dif
ferent drop sizes and a relation for S;„ which is the distance of the 
spray unit from the downwind pond edge, as a function of drop size 
SL = SL(D) can be obtained (Fig. 9). 

The experimental value of spray cumulative volume (or mass) 
fraction Ru as a function of drop size D, Rv = RV(D), or D = D(R„) can 
be combined with the foregoing to yield 

SL = SL(D(RU)) = S,AR„) (32) 
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The inversion of equation (32) gives 

RL. = RL.(SL) (33) 

This means that once the drop-distance relationship is known, the 

fraction of coolant loss can be determined. The amount of coolant 

water lost as drift for a single spray unit is therefore given as 

M B = LK (34) 

The fraction of coolant lost through drift (W/:) is 

WF 

Total drift loss 

Total water sprayed 

N 

E LjRL, 

N 

ELj 

(35) 

This calculational procedure, using the given relations along with 

Fig. 9, was used to predict the drift loss of the Rancho Seco spray test. 

As seen in Fig. 10, the predicted and test results are in good agreement. 

It should be noted that under a no wind condition, u„ = 0, the particle 

will be lost as drift only when the upward air vapor velocity equals the 

particle terminal velocity. However, this is a limiting case because as 

the upward air vapor velocity is close to the terminal velocity of the 

particle, the settling time of the drop is very long and evaporation will 

reduce the drop size further. More loss would be found than that 

predicted. 
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Laser Baam-Hygroscopic Aerosol 
Interactions 
A model for the prediction of the temperature and vapor fields created about a small 
water droplet undergoing irradiation by a laser beam has been developed. Time-depen
dent and steady-state solutions of the model are discussed. Estimates of characteristic 
phase shifts to fee expected in propagating through standard atmospheric aerosol distri
butions are also presented. While the model is quite general, the calculations are limited 
to DP laser wavelengths. 

1 Introduction 

There is considerable current interest in the effect of atmospheric 
aerosols on laser propagation [1-5].2 In the case of propagation of low 
intensity radiation through the atmosphere the primary extinction 
mechanisms are absorption and scattering by both aerosols and 
molecules. The phenomenon of thermal blooming occurs when the 
absorbed laser energy heats the surrounding air. The index of re
fraction of this heated air will differ from ambient which in turn can 
cause beam defocusing and/or steering. The magnitude of this effect 
will depend upon both the laser pulse shape and the heating phe
nomenology. 

The case of laser blooming resulting from molecular absorption has 
been treated in some detail [6]. In this instance the atmospheric 
heating occurs uniformly and the temperature increase at any point 
is directly proportional to the local laser intensity. Recently, the 
heating resulting from the absorption of laser energy by aerosols has 
received some attention [1-4]. This case is more complicated since 
absorption and resulting heating occur at discrete points and thus the 
temperature fields in the surrounding air are highly nonuniform. 
Blooming/scattering predictions have been presented [1-3] for the 
temperature fields resulting from the absorption of laser radiation 
by nonvaporizing aerosols. 

This paper is concerned with the prediction of the temperature and 
vapor fields arising from the interaction of a laser beam with hygro-

1 Presently at Massachusetts Institute of Technology, Energy Laboratories, 
Cambridge, Mass. 

2 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division and presented at the Winter 

Annua) Meeting, Houston, Texas, November 30-December 5, 1975, of THE 
AMERICAN SOCIETY OF MECHANICAL ENGINEERS. Revised manu
script received by the Heat Transfer Division December 21,1976. Paper No. 
75-WA/HT-42. 

scopic aerosols at sea level. Although the modeling presented is quite 
general the discussion will be limited to DF laser wavelengths. For 
convenience the aerosols will be treated as pure water droplets and 
effects due to scattering by aerosols will be neglected inasmuch as this 
scattering does not impact atmospheric heating. A crude estimate of 
the effect of this heating phenomenology on laser beam propagation 
will be provided toward the end of the text. 

2 Properties of Atmospheric Aerosols 
The properties of sea level aerosols vary considerably depending 

upon such factors as time of day, geographical location, weather, etc. 
[7]. The "standard" continental distribution [5,8,9] will be used in 
this section for computational purposes because of the simplicity of 
its mathematical form. This distribution is defined by 

dNA/dR, m~4 = 0.32 X lO"12//?4; l(T7m < R < 10-Bm (1) 

where NA is the number of particles/m3 of radius R. (The standard 
maritime distribution [5, 8, 9], although having a different shape, 
exhibits approximately the same aerosol mass loading as the conti
nental distribution.) Equation (1) is only valid at low relative hu
midities since it has been demonstrated that hygroscopic aerosols 
increase in size with increasing relative humidity. A relationship 
widely used [5, 9] to predict the factor F by which the radius of the 
aerosol increases is 

F = 1.0 - 0.9 In (1 - R.H./100); R.H. < 100 percent (2) 

where R.H. is relative humidity. 
The absorption cross section for small spherical particles must be 

calculated by use of Mie theory which requires specification of particle 
size, complex index of refraction, and radiation wavelength. In specific 
limits this cross section may be approximated by the relationship 
[10] 

Q = %irft3(4ir7i7\) (3) 
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A model {or the prediction o{ the temperature and vapor {ields created about a small 
water droplet undergoing irradiation by a laser beam has been developed. Time-depen
dent and steady-state solutions o{ the model are discussed. Estimates o{ characteristic 
phase shi{ts to be expected in propagating through standard atmospheric aerosol distri
butions are also presented. While the model is quite general, the calculations are limited 
to DF laser wavelengths. 

Introduction 

There is considerable current interest in the effect of atmospheric 
aerosols on laser propagation [1-5].~ In the case of propagation of low 
intensity radiation through the atmosphere the primary extinction 
mechanisms are absorption and scattering by both aerosols and 
molecules. The phenomenon of thermal blooming occurs when the 
absorbed laser energy beats the surrounding air. The index of re
fraction of this heated air will differ from ambient which in turn can 
cause beam defocusing and/or steering. The magnitude of this effect 
will depend upon both the laser pulse shape and the heating phe
nomenology. 

The case of laser blooming resulting from molecular absorption has 
been treated in some detail [6]. In this instance the atmospheric 
heating occurs uniformly and the temperature increase at any point 
is directly proportional to the local laser intensity. Recently, the 
heating resulting from the absorption of laser energy by aerosols has 
received some attention 11-4J. This case is more complicated since 
absorption and resulting heating occur at discrete points and thus the 
temperature fields in the surrounding air are highly nonuniform. 
Blooming/scattering predictions have been presented (I-:~] for the 
temperature fields resulting from the absorption of laser radiation 
by nonvaporizing aerosols. 

This paper is concerned with the prediction of the temperature and 
vapor fields arising from the interaction of a laser beam with hygro-
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scopic aerosols at sea level. Although the modeling presented is quite 
general the discussion will be limited to DF laser wavelengths. For 
convenience the aerosols will be treated as pure water droplets and 
effects due to scattering by aerosols will be neglected inasmuch as this 
scattering does not impact atmospheric heating. A crude estimate of 
the effect of this heating phenomenology on laser beam propagation 
will be provided toward the end of the text. 

2 Properties of Atmospheric Aerosols 
The properties of sea level aerosols vary considerably depending 

upon such factors as time of day, geographical location, weather, etc. 
[7J. The "standard" continental distribution [5,8,9] will be used in 
this section for computational purposes because of the simplicity of 
its mathematical form. This distribution is defined by 

dN A/dR, m -4 = 0.~2 X 1O- 12/R4; 1O-7m < R < 1O-5m (1) 

where N A is the number of particles/m:! of radius R. (The standard 
maritime distribution [5, S, 9], although having a different shape, 
exhibits approximately the same aerosol mass loading as the conti
nental distribution.) Equation (1) is only valid at low relative hu
midities since it has been demonstrated that hygroscopic aerosols 
increase in size with increasing relative humidity. A relationship 
widely used [5,9] to predict the factor F by which the radius of the 
aerosol increases is 

F = 1.0 - 0.9 In (1 - R.H./100); R.H. < 100 percent (2) 

where R.H. is relative humidity. 
The absorption cross section for small spherical particles must be 

calculated by use of Mie theory which requires specification of particle 
size, complex index of refraction, and radiation wavelength. In specific 
limits this cross section may be approximated by the relationship 
[10] 

(3) 
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E 1.2 -
RAY OPTICS 

Fig. 1 The absorption cross section normalized by particle volume versus 
particle radius for water droplets at X = 3.8 f.im 

where n' is the complex portion of the index of refraction and the 
quantity Aim'/\ is defined as a, the volume absorption coefficient, 
i.e., cross section normalized by particle volume. The volume ab
sorption coefficient as predicted from equation (3) is shown in com
parison with that predicted from Mie theory in Pig. 1 for a wavelength 
of 3.8 /im and corresponding water index of refraction [11] of m = 
1.364 - 0.0034J (this wavelength corresponds to the DF laser line v 
= 2 -» 1, J = 8). Also shown for comparison is the absorption coeffi
cient predicted from geometric optics which is only valid when ft » 
A. As can be seen equation (3) provides a reasonable estimate of the 
particle absorption coefficient for particle sizes between 10 - 1 and 102 

/im and will be used throughout the text for providing numerical ex
amples. 

The total small signal atmospheric aerosol absorption coefficient 
is defined by 

J-.A2 

Ki 
Q(R, A, m)(dNA/dR)dR (4) 

The predicted variation of this quantity with relative humidity for 
A = 3.8 ixra is shown in Fig. 2 for the dry aerosol distribution defined 
by equation (1) and for a distribution having the same shape but ten 
times the mass loading. The predicted absorption coefficient for each 
distribution is bracketed to account for the uncertainty in the complex 
index of refraction of water at this wavelength [11,12] and to com
pensate for the difference between Mie and volume absorption coef
ficients. It is to be emphasized that these predictions are specific to 
pure water droplets and are thus most relevant to marine aerosols on 
humid days. It can be seen from equations (3) and (4) that the ab
sorption coefficient is linearly proportional to total aerosol volume 

| | 
O HDO 

H 2 0 CONTINUUM 

AEROSOLS 

40 60 80 

RELATIVE HUMIDITY, % 

Fig. 2 Predicted absorption coefficients versus relative humidity for sea level 
molecular and aerosol absorption 

or mass loading and relatively insensitive to the choice of aerosol size 
distribution as long as equation (3) is valid, i.e., as long as the domi
nant fraction of aerosols has R ;S 100 /im. 

The absorption coefficients for two competitive molecular absorbers 
at 3.8 ixm are also shown in Fig. 2. The circled point is that predicted 
by McClatchey and Selby [13] where HDO was taken to be the dom
inant molecular absorber, and the dashed line is a prediction for the 
water vapor continuum absorption band recently observed by Burch 
[14]. As can be seen, molecular absorption will dominate aerosol ab
sorption for the standard continental aerosol distribution. On the 
other hand much larger aerosol mass loadings are commonly observed 
in a variety of scenarios, and these in turn can provide the dominant 
absorption loss mechanism for DF laser radiation. This absorption 
can be particularly severe under conditions corresponding to mist, 
heavy maritime winds, etc. 

3 M o d e l i n g 
The phenomena to be modeled here are the time and spatial vari

ation of the temperature and vapor fields about a water droplet 

. . N o m e n c l a t u r e -

A = Avagadro's number 
Cp - specific heat at constant pressure 
D = diffusion coefficient for H2O vapor into 

air 
/ = fraction of absorbed energy converted to 

sensible heat 
F = growth factor for hygroscopic aerosols 
/ = laser intensity 
k = Boltzmann's constant 
ka = thermal conductivity of air 
ko = thermal conductivity of water 
k\ = atmospheric absorption coefficient 
m = n — in', complex index of refraction of 

water 
mo =. mass of droplet 

M = molecular weight 
N = total gas number density 
NA = number density of aerosol particles of 

radius R 
P = total gas pressure, taken as 1 atm 
Q = droplet absorption cross section 
r = radial coordinate from droplet center 
R = droplet radius 
Ru - specific gas constant for water vapor 
t = time 
T = temperature 
V = gas velocity 
Xu — mole fraction of water vapor 
z = distance along axis of laser propagation 
Z = normalized coordinate, R/r 
a = droplet volume absorption coefficient 

av = vaporization coefficient for water 
A//t. = heat of vaporization of water 
A = laser wavelength 
< (p) = average phase shift 
P = density 
TR = characteristic time for e-fold decrease 

in droplet radius 
TD = characteristic time for droplet to reach 

quasi-steady state 

Subscripts 

a = air properties 
D = droplet properties 
v = vapor properties 
<= = ambient conditions 
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undergoing laser irradiation. Some aspects of this problem have been 
considered by Sutton [15] and Glickler [16] in their analyses of laser 
propagation through fogs and clouds, respectively. The steady-state 
solutions for an individual droplet have been discussed by Williams 
[17]. The fully time dependent solutions for an individual droplet have 
apparently not appeared in the open literature. 

The phenomenology of the present problem is that the aerosol 
droplet absorbs energy and is heated. As the droplet temperature rises 
the droplet conducts heat energy to the surrounding air and undergoes 
surface vaporization. The vapor leaves the droplet with a directed 
velocity and a pressure wave is induced in the surrounding gas in re
sponse to the mass and heat addition. The present analysis is limited 
to the case of isobaric vaporization. (If the rate of energy absorption 
were sufficiently large the droplet would "explode," creating a shock 
wave; the laser intensity/particle size range at which this occurs has 
been discussed by Sutton [15].) The surrounding gas is taken to be 
at constant pressure. As pointed out in the foregoing, pressure gra
dients are induced in the gas because of the mass and heat addition 
from the droplet. However, for the characteristic dimension of the 
problem, which is » 1 mm, the average spacing between aerosols, it 
can be readily shown that the acoustic transit time is short compared 
to irradiation times of interest. 

The general relationships describing the system are conservation 
of mass, momentum, energy, and the water vapor diffusion equation. 
If the droplet is taken to be heated uniformly, the system will be 
spherically symmetric and the relevant equations reduce to 

dTldt = - VdT/dr + **k"AT — (r23T/dr) (5) 
r*CPaPMa dr 

dXJdt = -VdXJdr + ™] — (r'dXJdr) (6) 
rzP dr 

dV/dr = -2V/r + *ka* f (r^T/dr) (7) 
r2CPaPMa dr 

for r > R. 
Assuming the droplet temperature to be uniform (as will be seen 

later this approximation is reasonable until the droplet temperature 
approaches the boiling point), the energy conservation equation at 
the phase boundary is 

4 4 
- TrR3Ia = - wR3pDCPDdTD/dt 
o o 

M 
+ 4irR2ka(-dT/dr\R) + 4irR2AHu — (NV)\R (8) 

A 

The left-hand side of equation (8) is the rate of absorption of energy 
and the right-hand side terms represent the energy deposition into 
droplet heating, conduction to the surrounding air, and vaporization, 
respectively. The terms involving the ordered kinetic energy of the 
vapor are negligible for the present considerations and have been 
dropped. 

The vapor concentration at the surface of the droplet has been re
lated to the droplet temperature by the Clausius-Clapeyron rela
tionship [18], which has been used in its integral form, i.e., 

XU(R) = X„„ exp ^ ROTDT^ J ( 9 ) 

where AH„ is assumed constant at 2.46 MJ/kg. 
The last equation connecting the droplet and gas behavior is the 

conservation of mass of the vapor. If one considers the infinitesimal 
shell of gas adjacent to the droplet surface, then it is required that the 
rate of mass loss of the droplet be balanced by the rate of increase of 
vapor within the shell plus the rate of vapor leaving the exterior of the 
shell. With some straightforward mathematical manipulation this 
leads to the relationship 

(JVV)|fi = - ( 1 - Xu{.R))-iDNdXv/dr\R (10) 

It was assumed in the derivation of equation (10) that the vapor
ization rate at the surface is controlled by diffusion. Actually vapor
ization at the surface is a kinetic process obeying Knudsen's equation 

with diffusion taking control approximately a mean free path (~0.06 
Mm at 1 atm) away from the droplet. Kinetic vaporization or con
densation is generally modeled in terms of aD, the "sticking" or va
porization coefficient which is a measure of the efficiency of collision 
processes in producing condensation or vaporization. It can readily 
be shown [19] that if a„ for water were unity, equation (10) would 
adequately represent this phenomenon for particle radii S 0.5 ^m. 
At the time that this research was in progress the value of a0 = 1 ap
peared to be preferred [19]. However, very recently a measurement 
of au = 0.033 has been reported [20] in agreement with several earlier 
measurements. If this latter value of 0.033 is correct then equation 
(10) would provide an overestimate of the vaporization rate for the 
droplet sizes considered. 

It would appear that a correct value of av cannot be deduced from 
the existing, conflicting data base. The computer predictions to be 
presented in Section 4 were made using equation (10). The computer 
code can be readily adjusted to include the more general vaporization 
rate. In general, a smaller value of au will provide more heat con
duction for a given configuration at the expense of vaporization. 

So far in the analysis the effect of decreasing droplet size has not 
been considered. This effect can be uncoupled because the rate of 
change of droplet size is small compared to the rate of change of the 
gas parameters. It has been implicitly assumed that the time varying, 
rather than initial, value of R will be used in the solution of the 
equations. For the computer solution the governing equations have 
been recast in terms of the variable Z = R(t)/r. 

Note that the quantities / and a enter only as a product in the 
problem, equation (8). As shown in Fig. 1 the effective value of a as 
determined by Mie theory can vary by close to a factor of two for 
particles of radius between 0.1 and 100 ixm. Thus the absorption ef
ficiency of a droplet can vary as the particle vaporizes (and thus de
creases in size). Given the desire to present generalized solutions this 
effect was not included in the computations of Section 4. 

4 Mode l P r e d i c t i o n s 
No analytic solution has been found for the system of equations 

(5)-(10). A computer program has been developed for their numerical 
evaluation which employs a fully implicit Crank-Nicolson finite dif
ference scheme. In addition to the computer predictions, a quasi-
steady state (QSS) solution of the equations has been developed in 
order to provide simplified predictions of the effects of varying fun
damental parameters such as the particle radius and laser intensi
ty. 

A Quasi-Steady State (QSS) Solutions. In the limit where the 
velocity term in equations (5) and (6) can be neglected, the equations 
effectively uncouple, and it can be readily demonstrated that the QSS 
solutions for AT = T — T„ and AX„ = X„ - XUa, scale inversely with 
r, i.e., 

AT(r) = (Rlr)AT(R) (11) 

and 

AX„(r) = (R/r)AXv(R) (12) 

Indeed, even the time dependent solutions for the case of heat con
duction without vaporization [21] vary approximately as r~l for r < 
2(kat/pCPa)

m. Thus, in the limit of low velocity equation (8) may be 
rewritten as 

d(ATD)/dt = — — \RVa/A3 - kaATD 

R PDCPD I 

-^^DN(i-xu(R))-HXv(R)-xuj\ (13) 
A I 

One feature of interest is the maximum value of ATD which is 
reached when the time derivative is zero. Equation (13) in this limit 
reduces to a transcendental equation for ATTB.max which may be 
evaluated as a function of the parameter R2Ia. The solution to this 
equation is shown in Fig. 3. Shown for comparison are the predicted 
maximum droplet temperatures for the related cases of "heat con
duction only" and "vaporization only." 
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Fig. 3 Maximum increase in droplet temperature versus R2la—also shown 
is the fraction of absorbed energy lost to heat conduction and the predicted 
variation in temperature across the droplet; 7\0 = 293 K, XVll = 2.1 X 
10~2 

Note that for the full range of R2Ia shown the ATrj.max predicted 
for the case of heat conduction alone is significantly higher than that 
predicted when both heat conduction and vaporization were included. 
On the other hand, the predictions for the case of "vaporization only" 
are relatively close to the full solution. The reason for this is that the 
major portion of the absorbed energy goes into vaporization. This is 
shown explicitly in Fig. 3 where the fraction of the absorbed energy 
which is lost to heat conduction is plotted versus R2Ia. For low R2Ia 
this fraction asymptotes to ~0.3, and falls off rapidly with increasing 
R 2Ia. This rapid fall-off occurs as the droplet temperature approaches 
the boiling point, because the vaporization rate increases exponen
tially in this region, whereas the rate of heat conduction approaches 
a constant. The relative value of this fraction is determined by the 
ratio of the last two terms on the right-hand side of equation (13). For 
small ATfl.max this ratio reduces to 

0.43 (14) 
power into heat conduction _ kaRuT„2A(l — X„„) 

power into vaporization XUa,DN(AHv)
2Mv 

in agreement with the asymptotic value shown in Fig. 3 (i.e., 0.43/1.43 
« 0.3). 

Fig. 3 is somewhat misleading at large values ofR2Ia because the 
radial gas velocity becomes large and the dominant heat transfer 
mechanism becomes convection rather than conduction. In this limit 
the gas temperature profiles no longer scale inversely with r. However, 
for the cases corresponding to high vaporization considered in the 
present work the computed radial derivatives of the temperature and 
water vapor distributions at r = R were typically within a factor of two 
of those predicted from equations (11) and (12). Thus it is concluded 
that the present QSS analysis should adequately describe the gross 
phenomenology even at the higher values of R2Ia shown. 

The fact that vaporization dominates heat conduction as an energy 
loss mechanism allows an approximate analytic formulation for sev
eral of the variables of interest in the problem. In particular, under 
QSS conditions it can be readily shown from equation (13) that the 
rate of mass loss from the droplet can be expressed as 

dmD/dt » - - irRHa/AHu (15) 

From equation (15) it can be seen that the characteristic e-folding 
time for droplet radius is 
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Fig. 4 Increase in droplet temperature above ambient versus time: —, la 
= 1.13 X 1012 W/m3; - - - , / « = 1.13 X 1013 W/m3 

T/{ = 3AHup[j/Ia (16) 

independent of initial particle size. 
Relationships (15) and (16) are valid after the droplet has reached 

its QSS temperature. It can be shown that prior to that time the major 
portion of the absorbed energy is consumed in heating the droplet. 
It was found through computer solutions of equation (13) that the 
e-folding time for the quantity ATjj.max — ATo was given by 

TD ~ 0.65 ATD.maxpDCPD/(Ia) (17) 

to within 20 percent for R2Ia between 10~2 and 4 X 103 W/m. Note 
that TD is not independent of particle size since ATrj.max is a function 
of R2Ia. (Indeed, for R2Ia < 6.3 W/m, ATD-max ~ R2Ia/10ka). 

A last point before leaving the discussion on QSS solutions concerns 
the validity of assuming an isothermal droplet. If one considers vol
ume absorption followed by heat conduction as the only phenomenon 
occurring within the droplet, the temperature drop from the center 
(Tc) to the surface is given by 

Tc-Ts = R2Ia/(6kD) (18) 

where ko is the coefficient of thermal conductivity of water, taken 
as 0.59 W/mK. This temperature variation is also shown in Fig. 3 and 
can be seen to be significantly lower than ATrj.max until the droplet 
approaches the boiling point. Of course, equation (18) is not neces
sarily realistic in that region since it requires droplet superheating. 
In reality, vaporization could occur within the droplet and original 
nuclei effects, etc., could be quite important. In any event, it is clear 
that the approximation of a constant temperature field across the 
droplet is not appropriate at large values of R2Ia. 

B Time Dependent Solutions. Computer calculations have 
been performed for a matrix of values of droplet size and la and 
representative results are shown in Figs. 4-6. Typical droplet tem
perature histories for values of la of 1.13 X 1012 and 1.13 X 1013 W/m3 

and several initial droplet sizes are shown in Fig. 4. As can be seen the 
time to reach peak temperature increases with increasing particle size 
as expected from equation (17). The decrease in droplet temperature 
with increasing time is a result of the decrease in radius due to va
porization. This decrease is much more noticeable at the higher value 
of la since the characteristic e-folding time for droplet radius as given 
by equation (16) is ~6.5 X 10 - 4 s for this case. The predicted droplet 
temperature for times corresponding to the point of maximum tem
perature and beyond are in good agreement with the quasi-steady 
state predictions shown in Fig. 3. 

Radial profiles of the temperature increase in the gas at several 
different times for cases corresponding to an initial droplet radius of 
5 fim and two values of la are shown in Figs. 5 and 6. For the case of 
la = 1.13 X 1012 W/m3, Fig- 5, the profiles scale inversely with radius 
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out to distances roughly given by r ~ (4kat/pCPa)
1/2 in agreement with 

the analytic solution for the case of heat conduction with no vapor
ization. The overall decrease in temperature with increasing time is 
a result of the decreasing droplet radius. The radial profiles of water 
vapor mole fraction are quite similar to those for temperature and are 
not shown. 

Similar profiles are shown in Fig. 6 for the case of la = 1.13 X 1013 

W/m3. In this case departures from an inverse radial dependence are 
obvious. This deviation occurs because of the increased importance 
of the convection terms in equations (5)-(7) which are coupled to the 
higher rate of vaporization. 

5 Beam Propagation Effects 
This section is concerned with the resultant effects of aerosol 

heating and vaporization on laser beam quality. "Blooming" of the 
laser beam results because the heated air around the aerosol has a 
different index of refraction from ambient. The variations in the index 
of refraction across the beam width are a complicated function of both 
laser intensity and the aerosol size distribution function. In general, 
the phase shift produced in a wave propagating through this non
uniform medium will depend upon these variables and there will be 
variations in beam refraction across the laser beam width. Thus the 
prediction of beam propagation through the temperature fields caused 
by heated, vaporizing aerosols is a complex problem which will not 
be treated in detail in this section. However, crude estimates of the 
resulting phase shifts will be made. More detailed analysis may be 
found in references [2-4]. 

Each irradiated droplet is surrounded by a "bubble" of heated air, 
of characteristic radius r ~ (4katlpCPa)

1/2. It can be readily shown 
[3, 4] that the average phase shift resulting from a heated bubble is 
directly proportional to the average temperature increase in the 
bubble. Because of this the average phase shift due to aerosol ab
sorption will be functionally similar to that resulting from molecular 
absorption except that in the case of aerosols not all the energy ab
sorbed is converted to gas heating. The average phase shift at range 
z may be defined by [3,4] 

<*>>=/ 
2ir(na,-x)k\Izt 

p~Cp„T„\ 
(19) 

where n<* • 3 X 10 4, k\ is the aerosol absorption coefficient as 

defined by equation (4), and / is the fraction of absorbed energy which 
is converted to sensible heat. 

Equation (19) is only approximate since the absorption coefficient 
for hygroscopic aerosols decreases with increasing irradiation time 
because of vaporization losses. For example, from equation (16) it can 
be shown that k\ would drop by a factor of two in ~1.5 X 10~3 s, if la 
were 1.13 X 1012 W/m3. 

Furthermore the quantity / scales inversely with R2Ia, a;s can be 
seen from Fig. 3, and will always be <0.3. As a specific example, at an 
la of 1.13 X 1012 W/m3 only droplets of radius <4 p.m will contribute 
significantly to gas heating. At 98 percent R.H., approximately half 
of the aerosol mass loading is in particles with R £ 4 fim and thus for 
this case an approximate value of / would be 0.15. Taking a as 1.13 
X 104 m _ I the average phase shift would then be 

(<p)/z « 2 0 0 t , k m - 1 

or a phase shift of order unity for times of ms and distances of 
kms. 

Note that for this laser intensity the phase shift prediction is not 
too sensitive to the previously discussed uncertainty in the vapor
ization coefficient, a„, because of compensating effects. For example 
if a0 were 0.033 then at the lower values of R2Ia the predicted max
imum droplet temperature and heat conversion efficiency would 
approach those corresponding to the heat conduction solution shown 
in Fig. 3. However the maximum temperature would also necessarily 
asymptote to the boiling limit at lower values ofR2Ia than if «„ were 
unity, and thus a smaller portion of the aerosol distribution would 
contribute to gas heating. On the other hand, with increasing laser 
intensity the vaporization limit is approached at smaller and smaller 
droplet radii and the details of the boiling phenomenon will become 
more important in the determination of beam quality. 

The average aerosol induced phase shift of equation (20) is signif
icantly less than that for molecular absorption for the same conditions, 
i.e., as deduced from equation (19) with f equal to unity and the mo
lecular absorption coefficient of Fig. 2. However, it must be em
phasized that in the case of aerosol heating the temperature fields are 
nonuniform and the adding and Averaging of phase shifts performed 
in the present analysis may not be justified. In any event even the 
average phase shift induced by larger aerosol mass loadings, e.g., mist, 
etc., would exceed that due to molecular absorption. 
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6 S u m m a r y 

A detailed model has been developed to predict the temperature 
and vapor fields resulting from the laser irradiation of small water 
droplets. The water droplets are considered to be representative of 
hygroscopic aerosols at high relative humidities. The model includes 
the effects of vaporization, heat conduction, and convection. The 
model was developed under the assumption of a constant pressure 
gas and thus is valid only up to the isobaric vaporization limit. 

Both steady-state and time dependent solutions for the model have 
been discussed in some detail. It was shown that the predicted profiles 
of increase in gas temperature and water vapor scale inversely with 
distance from the droplet for moderate laser intensities and particle 
sizes where convective velocities are negligible. For larger laser in
tensities and/or particle sizes convection becomes dominant resulting 
in more bowed profiles. 

A crude estimate of the phase shift resulting from heated hygro
scopic aerosols has also been presented. It has been shown that the 
average phase shift is similar to that due to molecular absorption 
except that in the case of aerosols only a fraction of the absorbed en
ergy goes into sensible gas heating. This fractional amount can be a 
complicated function of aeros&l size distribution, laser intensity, and 
droplet evaporation coefficient. Furthermore, unlike molecular ab
sorption, the aerosol absorption coefficient decreases with increasing 
irradiation time because of vaporization losses. 
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Analysis of Heat Transfer by Natural 
Convection Across Vertical Fluid 

An analysis is presented which predicts the heat transfer across fluid layers bounded lat
erally by vertical isothermal surface and adiabatic surfaces on the top and bottom. The 
vertical temperature distribution in the core of the cavity is also predicted. Extensive 
comparisons of average Nusselt number and temperature distribution are made with ex
perimental data for aspect ratios greater than 5. Good agreement between analysis and 
experiment is found. The heat-transfer equations for vertical layers are generalized to 
include layers which are tilted up to 20° from the vertical, making the results useful for 
the design of solar collectors. 

1 Introduction 

Natural convection in a narrow rectangular cavity (slot), with a 
temperature difference maintained between the vertical walls, has 
been frequently studied by physicists and engineers. The former have 
been motivated by the desire to understand geophysical and astro-
physical motions. Engineers are more frequently interested in esti
mating the heat losses from buildings, and in equipment. Recent 
applications in solar energy have accentuated the importance of this 
problem, and also the related tilted-layer problem. 

Several relevant experimental [1-16]x and analytical [17-27] studies 
have been reported over the past 46 years. Batchelor [17] was first able 
to bring order to this complex problem by defining various flow re
gimes, and proposing equations for heat transfer across the fluid layer 
for each regime. Most of the subsequent analyses have been numerical 
solutions, mainly using finite differences (exceptions are [20, 25]). 
These have yielded satisfactory solutions at low Rayleigh numbers 
and small aspect ratios. Numerical predictions for large aspect ratios 
have not been shown to be in conclusive agreement with each other 
or with experiment. Also, the appropriate form of the solution is not 
obtained. At the other extreme, analyses which yield simple (closed-
form) solutions have made little headway in predicting the vertical 
temperature stratification which occurs in the core of the slot. The 
heat-transfer solution of Batchelor [17] appears to contain an incorrect 
aspect-ratio dependence, and the integral solution of Emery and Chu 
[7] does not account for the thermal stratification of the fluid in the 
core. 

The present paper reports the results of a new (simple) analysis 
which predicts the form of the midslot temperature distribution in 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division of THE AMERICAN SOCIETY 

OF MECHANICAL ENGINEERS and presented at the Heat Transfer Con
ference, St. Louis, Mo., August 9-11,1976. Revised manuscript received by the 
Heat Transfer Division January 11,1977. Paper No. 76-HT-37. 

the laminar boundary-layer regime, and the heat transfer across the 
fluid in both the laminar b.l. (b.l. = boundary layer) and turbulent 
b.l. regimes. The analysis is restricted to aspect ratios of about five 
or larger. Extensive comparisons are made with existing data; the 
agreement is normally very good, and reasons for disagreement among 
some of the earlier correlating equations are suggested. Design 
equations for heat transfer across vertical layers, and tilted layers for 
—20 deg < 0 < 20 deg, are proposed. 

2 The Problem 
2.1 Geometry and Boundary Conditions. Pig. 1(a) shows a 

cross section of a slot which is presumed long in the z -direction. The 
temperatures of the heated wall, T;,, and cooled wall, Tc, are assumed 
to be uniform, and the x = 0 and x = H ends to be insulated. Densities 
are assumed to be sufficiently high that the fluid can be treated as a 
continuum. Other boundary conditions on the ends (such as a linear 
profile between Th and Tc) should yield essentially the same results 
for large aspect ratios (A = H/L). 

Various flow regimes have been proposed by Batchelor [17] and 
confirmed by Eckert and Carlson [5] and others. In all regimes, the 
problem is antisymmetric about the centroid of the slot (H/2, L/2) 
if the property values are uniform throughout. The regimes are briefly 
reviewed. 

Conduction Regime. At low Rayleigh numbers the temperature and 
velocity profiles resemble those in Fig. 1(b). Except for the end regions 
where the flow turns and re-establishes itself, the heat transfer be
tween the walls is by conduction. The velocity extremum at A divides 
the flow into an inner region (0 < y ^ ym) and an outer region; the 
shear between these regions is zero so that, in the absence of acceler
ation, the buoyancy in the outer region (+'s in Fig. 1(6)) is balanced 
exactly by the shear between the>counter-flowing streams. 

Laminar B.L. Regime. At higher temperature differences (larger 
Ra), the shear between the counter-flowing streams and the heat 
transfer by conduction across the core diminish and, by definition, 
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Fig. 1 (a) Schematic of enclosure; (b) velocity and temperature profiles 
In the conduction regime; (c) velocity and temperature profiles in the 
boundary-layer regime 

vanish in the fully developed b.l. regime. Typical velocity and tem
perature profiles around the midheight of the slot are depicted in Fig. 
1(c). 

By the antisymmetry condition, there can be no entrainment at x 
= H/2 (for large A). Since the shear between the streams is also zero, 

the net positive buoyancy (+'s in Fig. 1 (c) must then be exactly bal
anced by the negative buoyancy (—'s in Fig. 1(c)). 

For x < H/2, Elder [8] and Gill [20] have shown that the b.l. next 
to the hot wall entrains fluid from the b.l. on the cold wall. This en-
trainmentjs driven by a stable thermal stratification of the core re
gion, i.e., T(x) increases with x. Antisymmetry requires flow toward 
the cold wall for x > H/2. 

Transition and Turbulent b.l. regime. At higher Rayleigh numbers, 
instabilities occur which lead eventually to a turbulent b.l. regime. 
Experiments [13] indicate that stable stratification in the core persists 
in this regime. For very large Rayleigh numbers, each turbulent 
boundary layer becomes increasingly confined to its wall, and it would 
seem that the influence of the other confining walls of the cavity 
should diminish. That is, the flow and heat transfer near each of the 
vertical surfaces should resemble that near a vertical plate in an un-
confined environment. 

Because the inner layers are isolated from events in the core of the 
layer by the surfaces of zero shear, it is expected that predictions from 
a laminar b.l. analysis should hold until "turbulence" actually pene
trates the inner layers. 

3 Development of Equations 
3.1 Conduction Regime. Ignoring the convective heat transfer 

in the turning regions (large A), S U L is 

NuL 1 (1) 

3.2 Laminar-Boundary-Layer Regime. 
Inner Region. The ideas underlying the analysis of the inner region 

are identical to those in [29]. The heat flow across this region is as
sumed to be by conduction alone and the buoyancy is assumed to be 
in local balance with the viscous forces. The two unknowns arising 
from this analysis are ym and M = (T/, - Tm)/(Th — T). The solution 
in the outer region, together with matching constraints a t y m will, in 
principle, supply other equations which permit these to be evalu
ated. 

Outer Region. It is not possible to simplify the analysis of the outer 

- N o m e n c l a t u r e . 

A = aspect ratio, A = H/L 
A($) = 0.71 for vertical surface; for details see 

[29] 
Cp = specific heat at constant pressure 
C\, C% = constants, equation (2) 
C( = "universal" function of Pr for laminar 

flow Ct = 0.50/[l + (0.49/Pr)9/16]4/9 

C( = "universal" function of Pr for turbulent 
flow C( = [0.14 Pr°-°84,0.15]min, where [A, 
B]min = A if A < B, otherwise B 

F{x) = function defined by equations (A.3) 
in general and (4) for Th = constant. 

g = gravitational acceleration 
Ge = definite integral, equation (6) 
G( = definite integral, equation (10) 
H = height of vertical walls, see Fig. 1(a) 
k = thermal conductivity 
L = spacing between vertical walls, Fig. 

1(a) 
m = midslot (vertical) temperature gradient 

at x = H/2; m =J38/af) f=i/2 

M=(Tm-Th)/(T-Th) 
n = [(1 + T ) / ( C ! + C 2 T ) ] - 1 * 1.5 for Pr = 

0:71; 3 £ / t < 4 f o r P r - * « 2 

NUL, N U H = average Nusselt numbers based 
on L and H, respectively, 

p = % - in/Z 
Pr = Prandtl number 
q = heat flow per unit time and area 
Rat, Ra# = Rayleigh numbers based on (T/, 

- Tc), on the lengths L and H, respec
tively, and on g 

T = temperature 
T(x) = average temperature of fluid in any x 
_ plane 
T; = average temperature in inner region 
T0 = average temperature in outer region 
u = velocity component in x -direction 
x = vertical coordinate, see Fig. 1(a). 
y = coordinate normal to isothermal walls, 

see Fig. 1(a) 
ym=y distance from wall to position of first 

velocity extremum 
z = z coordinate, orthogonal to x and y 
a = n/p 
6 = volumetric thermal expansion coeffi

cient 
y = r0/r ; 
r = mass flow rate per unit distance in 2-

direction 
K = k/f)Cp 
d=(T- Tc)/(Th - Tc) 

A = 
1/3 

, property value group 

\i = dynamic viscosity 

p = fluid density 
0 = angle of surface from vertical, positive for 

an upward facing heated surface 

Subscripts 

c = evaluated at cold-wall temperature 
h = evaluated at hot-wall temperature 
i = inner region, between y = 0 and y = ym 

m = evaluated at the position of the velocity 
extremum nearest wall 

0 = outer region, between y = ym and y = 

ya 
2 = evaluated at the outer extreme of the 

boundary layer 

2 The values of n suggested above (based on estimates from profiles for heat 
transfer from an isothermal plate to a fluid at uniform temperature) will become 
inaccurate when the equations in the Appendix are applied to problems where 
the wall and fluid temperatures change sharply in the flow direction. The re
sulting error in the heat transfer will increase as Pr decreases. For oils, and 
perhaps water, adequate predictions should result; substantial errors for gases 
are expected if these n values are used. For the present problem, for A £ 5, the 
"ambient" (midslot) temperature variation is weak, so the stated values of n 
should be reasonable. In addition, the heat transfer in this case is almost in
dependent of n, and the midslot temperature distribution depends only weakly 
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region by dropping acceleration and convection terms so that the 
solution in this region remains as difficult as the solution to the 
original problem (before introducing the "inner" and "outer" regions). 
However, approximations can be introduced in the analysis of the 
outer region with weaker consequences on the final results than had 
the same approximations been made over the entire (inner plus outer) 
region. Indeed, if the answers of interest are controlled mainly by 
processes in the inner region, even quite crude assumptions may be 
admissible without severely impairing the accuracy. 

An integral energy balance over the inner and outer regions contains 
the ratios 

d = (Ti - T)/(Th - T), C2 = (To - T)l(Th -T),y = r0 /r ;(2) 

Prescribing some reasonable shapes for the temperature and velocity 
profiles in the outer regions (dotted curves in Fig. 1(a)) and inserting 
these into the integral equations would give rise to known values of 
these ratios. If the profile shapes are presumed invariant with x, then 
Ci, C2 and y would be constants. Rather than carrying out this anal
ysis (which would yield only approximate values of these ratios in any 
case because the profile shapes must be guessed), the ratios are carried 
as constants in the analysis, to be later assigned approximate nu
merical values. 

Combining Inner and Outer Regions. Appendix A combines the 
results from the differential and integral solutions, respectively, of 
the inner and outer regions to give a general solution for nonisother-
mal boundaries. Specializing this to the problem where T/, and Tc are 
constants gives the following equation for the mass flow rate in the 
inner region, P; 

l (Ci + yC2) J 3 Cp L 3M J 

where 

F(x) = (Th - T)*»n • [ i £ (Th - T)Pdx^ (4) 

Here n and p are simple combinations of Ci, C2, and y (see Nomen
clature). The average Nusselt number in the laminar b.l. regime be
comes (upon integration of A.2) 

N " " =
( r f t % c ) f = G ^ R a « 1 / 4 (6) 

where C< is a function of Prandtl number (see Nomenclature) and 

Ge= Sol{1~e)lP+5W/[So(1~e)Pd^T4}d^ (6) 

0 is the dimensionless temperature (T - Tc)/(Th - Tc). Note that 
G( is just a numerical constant whose value depends on the thermal 
stratification in the core. 

The assumption of the existence of a laminar b.l. regime has given 
rise to the \ power on Ra#. For aspect ratios near unity (validity of 
the present results is not claimed for A < 5), this power will be in
correct. Numerical solutions of MacGregor and Emery [11] and 
Thomas and de Vahl Davis [22] do support the existence of a V4-
power regime for larger aspect ratios. 

The distribution of 0 is required before these equations can be 
evaluated. Attention is now turned to this. 

The Core Temperature Distribution, 0. Mass conservation across 
any x plane demands that [(1 + y)Yi]h = [(1 + 7)r;]c- Since y has 
been presumed constant, [T;]/, = [r;]c for any x. The equation for 
[Fi(x)]c can be obtained immediately from equation (3). Thus [r;]/, 
= [Ti]c becomes 

Ac0
4"/3 J* Vdf = Ah(l - 0)4"« j^(l-0)pdf; (7) 

A = (/e/Cp)(PWM)i« 

In principle, the property-value group, designated by A, depends on 
Th, Tc and 0; for simplicity the properties subscripted with h and c 
are here simply evaluated at Th and Tc, respectively. Rearranging 
equation (7) 

£ = x / H 

Fig. 2 Computed variation of midslot temperature distributions for n = 1.5, 
3.0, and 5.0 

0 = — ; 
1+g* 

( / A / A i / 3 rs i r1 1 3 / 4 " Hfc) X(1-W/XH (8) 
This equation is easily solved by guessing some initial distribution 
of 0, calculating the resulting function g*, from which an improved 
0 distribution is obtained. This is used as the next guessed 0 distri
bution, and so on until a converged solution is found. 

From equation (8), 0 is symmetric about f = % only when Ac/A/, = 
1. Also 0(0) = 0 is the boundary condition on 0 which is consistent with 
Ti = 0. Finally, it will be noted that the prescribed shapes of the ve
locity and temperature profiles in the outer region affect the midslot 
temperature distribution through a single parameter, n (or p). 

3.3 Turbulent-Boundary-Layer Regime. For fully turbulent 
flow, the heat transfer becomes governed by local effects. It was 
proposed earlier [29, 31] that the local Nusselt number for one 
boundary layer (e.g., on the hot face) be given by 

qL/k(Th - T) = CtA(0)Raz,i/
3 [(Th - T)/(Th - Tc))™ (9) 

where A(<j>) = 0.71 for a vertical surface, and C( is currently taken 
as 

Ct = [0.14 Pr°-°84, 0.1B]MIN 0(a)) 

where [A, B]MIN is the minimum of A and B. This should be viewed 
as a tentative proposal, to be improved as more measurements become 
available for Pr far removed from unity. Integrating to obtain the 
average Nusselt number, Nu/, 

Nu i = C(A(0)Ra/,
1/3G(; Gt = f N l - f l ^ d f (10) 

Jo 
Once 0 is known, Gt and therefore Nu^ can be evaluated. 

4 Solutions for 6 and Comparisons With Experiment 
4.1 Laminar Boundary Layer. It is quite straightforward to 

carry out the solution to equation (8) to obtain 0(f) once n is pre
scribed. The method already described for determining n would be 
to specify the profile shapes in the outer region, which then determines 
C\, C% and 7. Alternatively, approximate values of these constants' 
can be found for the profiles predicted by the similarity solution for 
free convection around a vertical plate [30]. Taking the latter route, 

* n is found to be about 1.5 and 2.5, respectively, for Pr = 0.72 and 2.0.3 

Because the solution is expected to become insensitive to Pr for Pr 
5 5, a value of n » 3,0 to 4.0 should be appropriate for Pr » 1. 

Uniform Property Results, Ac/A/i = 1. For Ac/A/, = 1, Fig. 2 shows 

See footnote 2. 
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Fig. 3 Computed variation of mldslol temperature distributions tor n = 3.0 
and various viscosity ratios—Predictions compared with Pr » 1 data (top) 
and air data (below) 

the distribution of 8 with f for n = 1.5,3, and 5. For n = 1.5, the slope 
m = <90/df at the center of the slot is about 0.86. As n increases, the 
slope slowly decreases to m = 0.58 and 0.44 for n = 3 and 5, respec
tively, m becomes insensitive to n for larger values; for example at n 
= 10, m « 0.40. As already mentioned, n = 1.5 and n « 3 to 4 should 
be representative values for Pr ~ 0.72 and large Pr. 

It would be more convenient to have a closed form solution to 
equation (8). While this has not been found, an equation which closely 
fits the results is 

8 = fm/(fm + (1 - f)m) (11) 

This equation is plotted in Fig. 2 for comparison with the "exact" 
solution of the integral equation. 

Comparison of m with Experiment. For high Prandtl-number 
fluids, Elder [8] reported m = 0.50 for paraffin and 0.55 for silicone 
100 cS. Quon [24] finds a slope of about 0.5 for Pr = 900 and A = 1. 
The above estimate of n = 3.0 leads to.a slope of m » 0.58, which is 
in good agreement. (A value of n = 4.0 would give m » 0.50.) 

For air, Carlson [4] measured slopes ranging between 0.55 and 0.68 
for an aspect ratio of 10. Mynett and Duxbury [15] report measure
ments which show that m has a value of about 0.8 for a well established 
b.l. regime. Both of these experiments show considerable scatter. 
Thomas and de Vahl Davis [22] confirm the magnitude of the latter 
measurements with their finite-difference solutions for Pr = 1. (For 
A = 1 and Pr = 1, Quon [24] finds a slope of about 0.83.) The estimate 
of n = 1.5 for Pr = 0.72, which leads to an m value of about 0.86, is 
therefore also in good agreement with experiment. 

Predictions of 8 for Ac/A/j T£ 1. The solid curves in Fig. 3 reproduce 
the curves in Fig. 2 for n = 3 for constant properties. The broken curve 
in the lower part of the figure shows the solution of equation (8) with 
A/i/Ac = 0.82, which would be typical of the ratio for gas-filled cavities 
with a temperature difference of order 100 K. The upper part of the 
figure shows results for Ah/Ac = 2 and 10; this latter value represents 
an extreme case. 

Comparison of 8 With Experiment. Carlson's data [4] at low tern-

Fig. 4 Prediction of average Nusselt numbers for conduction, laminar b.l,, 
and turbulent b.l. regimes 

perature differences (Fig. 3) are found to fall quite consistently above 
their counterparts for higher differences for each of his measurement 
techniques; however, the scatter is large. The predicted abrupt change 
in 8 near the ends (f = 0 and f = 1) are observed and the general 
agreement is good. It should be noted that the curves have been drawn 
in Fig. 3 for n = 3 (m = 0.58) which agrees well with Carlson's mea
sured slopes, but is in disagreement with other observations for Pr 
= 0.71, and with the slope predicted by this analysis.3 

The upper portion of Fig. 3 plots Elder's data for Pr » 1. A value 
of A/j/Ac = 2 corresponds approximately to his experimental condi
tions, and the data are seen to agree well with the curve for this value. 
The disagreement for f near unity is apparently due to significant heat 
loss in the experiments from this (open) end. 

4.2 Comparison with Gill's Analysis. Gill [20] also predicted 
the vertical temperature distribution in the core of the fluid layer. His 
comparison with Elder's data, after adjustment to match experimental 
and analytical values of 8 and d0/df at f = 0.5, is also shown in Fig. 3. 
The agreement is less satisfactory than the present predictions based 
on (the appropriate) A/j/Ac = 2.0. Gill's analysis also contained no 
dependence on Prandtl number, in disagreement with both mea
surement and finite-difference predictions. 

5 Nusselt Number Predictions Comparison with 
Experiment 

5.1 Solutions. 
Conduction Regime. The solution in this regime appears as the 

horizontal line, Nuj, = 1, in Fig. 4. 
Laminar B.L. Regime. To evaluate Nun (or NUL) in this regime 

from equation (5), G( must be calculated. This is found from equation 
(6) using the solution for 8 and the estimated values of n (or p) de
scribed in Section 3. The result is Ge = 0.74 for n = 1.5 (or Pr « 0.72) 
and Ge = 0.76 for n = 3 (or Pr » <»). Because Ge varies so slowly with 
n (or Pr), a constant value of G( = 0.75 is used. This equation is also 
plotted in Fig. 4 for two values of Pr. 

Turbulent b.l. Regime. NUL is evaluated in this regime from 
equation (10); Gt is found using equation (11) for d (this agrees well 
with the measurements of Kutateladze, et al. [13] with m = 0.33 and 
m = 0.50). Upon carrying out the integration for various m it was 
found that Gt was very insensitive to m (0.402 < Gt < 0.414 for 0.3 
< m < 0.6) so that a constant Gt of 0.41 was adopted. 

The resulting NUL values for Pr ->• °° and Pr = 0.71 are plotted in 
Fig. 4. __ 

Summary of Nui Versus Rar, Predictions. In plotting Fig. 4, the 
laminar b.l. curves for rTuz, have not been extended beyond their in
tersections with curvesjor the conduction regime and turbulent b.l. 
regime. It is clear that NUL < 1 will not occur; it is assumed that the 
greater of NUL in the laminar b.l. regime and NUL in the turbulent 
b.l. regime for a given Rat will be appropriate. 

The abrupt changes in slope between regimes depicted in Fig. 4 

290 / VOL 99, MAY 1977 Transactions of the ASME 

Downloaded 22 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Fig. 5 Comparison of predictions with data for various aspect ratios for 
air 

would not be expected in practiceJHowever, it is relevant that for 
cylindrical and spherical layers a NUL « Rat1/4 relation is found ex
perimentally almost down to the conduction regime [29]. Also, nu
merical solutions (e.g., Thomas and de Vahl Davis [22]) for the vertical 
slot problem display a "fairly sharp" transition. Therefore, the abrupt 
change in slopes is not expected to be in serious error. 

The abrupt change between the laminar and turbulent b.l. regime 
is the simplest result to use. With the exception of MacGregor and 
Emery [11], who did find an abrupt change in slope in their data, there 
is little support for this assumption. However, neither is there evi
dence at present to support a more complex assumption. 

Fig. 4 also graphically depicts the diminishing extent of the laminar 
b.l. regime with increasing A. For large enough A, heat transfer in a 
laminar b.l. regime would not be expected. 

5.2 Validation of Laminar Predictions (Isothermal Walls). 
Pr » 0.71, Air. The data from six different studies using air are 

plotted in Fig. 5. Equations (1), (5), and (10) have been plotted for 
comparison over their appropriate Ra^ ranges. 

Fig. 5(a) plots the data of Carlson [4], which has been recalculated 
using property values evaluated at (T/, + Tc)/2, for A = 10 and 20. The 
present analytical results agree to within experimental scatter with 
his measurements for all Rayleigh numbers. De Graaf s [2] mea
surements in Fig. 5(b) are in excellent agreement with the present 
predictions. De Graaf and Van Der Held [3] recommended a corre
lation equation (broken line in Fig. 5(6) which contained no aspect 
ratio dependence. Had data been obtained in an overlapping Ra/, 
range for the different values of A, the importance of retaining A 
would have been clear. Their recommended equation should not be 
used for design. 

Fig. 5(c) shows that Mynett and Duxbury's [15] data agree with 
predictions at the highest Rayleigh numbers for each A, but fall 10 
to 15 percent below predictions near the conduction regime. The early 
German measurements compiled by Jacob [1] are plotted in Figure 
5(d). Here, good agreement is found at the lower Rayleigh numbers 
but Mull and Reiher's results at the highest Rayleigh numbers are 10 
to 15 percent higher than predictions. 

From these comparisons it is concluded that the foregoing equations 
for the conduction and laminar b.l. regimes agree with experiment 
to about the same degree that experiments are in accord with each 
other. 

Pr> 1 and Pr» 1. The data of Dropkin and Somerscales [9] are 
plotted in Fig. 6. In these experiments, water and two silicone oils were 
used, and the aspect ratio was varied from 4.41 to 16.56. Like De Graaf 

" • " 5 6 7 8 9 

H o RflL 
Fig. 6 Comparison of data by Dropkin and Sommerscaies for water and 
silicone oils with present predictions 

and Van Der Held, a correlation equation was proposed to fit the data 
which did not contain a dependence on aspect ratio. Since Raj, was 
increased primarily by decreasing A, it is speculated here that their 
use of % as the power on Raj, in their equation (rather than V4 as here) 
perhaps accounts roughly for the aspect ratio effect in the measure
ments. Some support of this speculation is shown by plotting the outer 
bounds of the region in which the present analysis predicts the ex
perimental data should have fallen. Most of the data do fall in this 
band. 

The data of Arnold, et al. [16], also for water and two silicone oils, 
were found to be in reasonable agreement with prediction («* 10 per
cent) at high RaL but the data fall below predictions at low RaL. Other 
experimental data to check tins disagreement, and the experimentally 
observed independence of Nut from A at low Raj,, would be valu
able. 

5.3 Data With Mixed Boundary Conditions. Emery and co
workers [6, 7,11,12] and Landis and Yanowitz [10] have reported a 
large number of measurements for vertical fluid layers bounded by 
a hot vertical plate with a uniform heat flux boundary condition and 
a cold isothermal vertical plate. Fluids with Prandtl numbers from 
0.02 to 30,000 were used. 

Pr » 0.02. Mercury. Early measurements (Emery [6]) for A = 4.7 
and 10 were substantially different than later measurements by 
MacGregor and Emery [12] for A = 20. The present analysis predicts 
that for Pr = 0.02, Nuw = 0.16 Raj/1/4; the best curve through the 
MacGregor and Emery data is Nu# » 0.17 RaH

1/4. There is, therefore, 
good agreement with their later measurements but not with the for
mer. More work is required. 

Pr > 1. Data by MacGregor and Emery [12] for liquids with Pr > 
1 and 10 < A < 80 can be correlated in the laminar regime by the 
equation NUH = 0.32 Ra//1/4, where the average temperature of the 
hot plate is used in calculating the temperature difference. There is 
some scatter in the data about this equation, but most lie within the 
band !7uw = 0.40 RaH

 1/4 to UUH =0.30 RaH
 1/4, the data for Glycerin 

(Pr = 20,000-30,000) lying highest. The present analysis predicts Nu/y 
= 0.38 RaH

 1/4 for Pr — », and NuH = 0.34 RaH
 1/4 for Pr = 5 (water) 

for the laminar b.l. regime. The agreement is within experimental 
scatter. 

5.4 Validation of Turbulent Heat Transfer Prediction. The 
high Rayleigh number data of MacGregor and Emergy [11] are of great 
interest because they extend into the turbulent range. Because the 
constant heat flux boundary condition will lead to a nearly isothermal 
surface when the flow is turbulent, a valid comparison with the present 
prediction is possible. For 1< Pr < 20,1 < A < 40, their data are well 
represented by the equation Huj, = 0.046 Raj,1/3. Equation (10) 
predicts that NuL = 0.044 RaL

 1/3 for Pr > 1.0. 
The data of Jannot and Mazeas [35] for carbon dioxide and nitrogen 

for 3.5 < A < 100 extend to Raj, ~ 1010. Nusselt and Rayleigh num
bers were calculated from their measurements using property values 
based on (TH + Tc)/2; temperaturefdifferences up to 200 K were used, 
making the choice of reference temperature rather important. The 
data showed considerable scatter, but Nu/, was generally above the 
predictions of the present analysis. At the large Ra/, of some of the 
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measurements, the heat transfer across each of the turbulent 
boundary layers might be expected to approach the heat transfer from 
a vertical plate in an unconfined environment; this was not found. 

Based on the foregoing data, a conclusive statement about the va
lidity of the present predictions in the turbulent regime cannot be 
made. Additional experimental work is needed. 

6 Summary of Equations for Vertical and Tilted 
Surfaces 

For laminar heat transfer from a tilted flat plate, the Nusselt 
number is usually found from the equation for the vertical orientation, 
but with g replaced by g cos <j> (where <t> is the angle of the surface from 
the vertical, positive when the heated surface faces upward). Ayyas-
wamy and Catton [35] suggested that this scaling should hold also for 
a tilted fluid layer in laminar flow for —10° < 4> < 45°. Raithby and 
Hollands [29] proposed that it could also be used for turbulent flow 
for 4> < 20 deg. 

Arnold, et al. [16] confirmed that the scaling correlates experimental 
results in the range - 2 0 deg < <t> < 20 deg. The following equation, 
representing a generalization of the equations obtained from the 
foregoing analysis for a vertical layer, is therefore proposed 

NuL = [ 1.0.75C, ( ^ - ^ R a z Y ^ O ^ g C t (cos0Ra L ) 1 / 3 l (12) 
L \ A I Jmax 

where - 2 0 deg < <$> < 20 deg, Ct = 0.50/(1 + (0.49/Pr)9/16)4/9, and Ct 

= [0.15, 0.14 P r a o 8 4 ] m i n . This equation is in "good" agreement with 
data, where "good" means that the predictions agree with experiments 
to about the same degree that experiments are in accord with each 
other. 

Equation (12) is applicable to the design of flat plate solar collectors, 
with collection surfaces within 20 deg of the vertical. For larger angles 
of tilt, the correlation of Hollands, et al. [33] can be used. 
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APPENDIX A 
Outline of Laminar B.L. Analysis 

Equations (4) and (5) of [29] give the velocity and mass flow rate 
in the inner region. The energy equation (6) of [29] is replaced by 

k(Th - Tm)/ym 

= ( d + C2 7)CP - f ((T,, - T)Ti) + (1 + y)CpTi ^- (A.l) 
ax ax 
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to account for the thermal stratification of the "ambient" fluid. For 
a vertical surface the resulting local Nusselt number is 

qxlk(Th -T) = Ce[gP{Th - T)x3/aKY'4 (Th - T)^F^ 

where 

Fix) = - CX (Th - f)6/s Gdx/G(Th - W3; 
x Jo 

(A.2) 

G = exp (S 4 (1 + T) 

3 (Ci + C2T) (Th - T) dx 
1 ^ * ) (A.3) 

C( is the same as equation (11) of [29]; it is replaced by the equation 
in the Nomenclature as discussed in [31]. These equations all reduce 
to those in [29] for constant T. Introducing T>, = constant gives the 
equations in the text. 
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Established Stripwise Laminar 
Natural Convection On A Horizontal 
Surface 
A finite difference technique was used to analyze steady, laminar natural connection due 
to stripwise heating on an infinite, horizontal surface. The stripwise heating was accom
plished by an array of alternately heated and unheated strips. Plots of the stream func
tion and temperature field within a two-dimensional cell are given for a variety of heating 
and spacing configurations. From these results, the average Nusselt number was deter
mined as a function of the Grashof number for a Prandtl number of 0.7. A plot of this de
pendence indicates diffusion, transition and plume modes exist, depending upon the 
value of the Grashof number. The present results are compared to previous experimental 
results for the same system, as well as results for uniformly heated surfaces. Higher heat 
transfer rates for the stripwise-heated surfaces compared to uniformly-heated surfaces 
are demonstrated for a wide range of Grashof numbers. 

I n t r o d u c t i o n 

Free convection is widely occurring heat transfer phenomena in 
both natural and engineering systems. In general, its effectiveness is 
decreased when the buoyant force direction is not parallel to the 
heating surface. An example of this is heating on an infinite horizontal 
surface. Here the heat is removed by a combination of conduction and 
instabilities whereby the heated fluid randomly tears away from the 
hot surface. 

Heat sources on a horizontal surface have been used to form ef
fective flows in infinite fluids. For example, during the Second World 
War, flames were used to line runways in an attempt to dissipate fogs. 
More recently groundbased heat sources have been used to effect 
rainfall. Other than some preliminary experimental work performed 
by Boehm and Alder [l],2 investigations of the engineering aspects 
of this phenomena are lacking. In that work, results seemed to indicate 
superior performance with stripwise heating compared to uniform 
heating. 

We have performed a numerical analysis of established, steady-
state stripwise heating on a horizontal surface. A finite difference code 

1 Currently with Houston Contracting Co., Tehran, Iran. 
2 Numbers in brackets designate Reference at end of paper. 
Contributed by the Heat Transfer Division of THE AMERICAN SOCIETY 

OF MECHANICAL ENGINEERS and presented at the Heat Transfer Con
ference, St. Louis, Mo., August 9-11,1976. Revised manuscript received by the 
Heat Transfer Division March 4,1977. Paper No. 76-HT-19. 

has been used to simulate the laminar natural convection that results. 
This allows a detailed examination of flow field, temperature field and 
heat transfer performance for a wide variety of parameters. The 
method of analysis is given in the next section. 

M e t h o d of Ana lys i s 
The physical system to be analyzed is as shown in Fig. 1, where L 

and H denote the low and high temperature strips, respectively. The 
significance of the lines denoted as "symmetry line" will be discussed 
later. Using the usual Boussinesq approximation on the density 
variation, the following governing equations result for the two-di
mensional situation (see the Nomenclature section for the definition 
of terms) 

UUj + VUy = -Px+gP(T-T«,) + KV 2 £ / 

UVJ + VVy = -Py+ VV2V 

Uv + Vv = 0 

Nondimensionalizing: 

Vorticity a 

Stream function 

Temperature 

= — (V?-Uy) 

V 

U = —V^/y, V = V^X 

„ T-T„ 

(1) 

(2) 

(3) 

(5) 

(6) 

(7) 
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Fig. 1 Diagram of the two-dimensional system studied in the present 
work—H and L denote high and low temperature strips, respectively 
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Fig. 2 Boundary conditions used in the present analysis 
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(9) 

(10) 
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The governing equations become: 

<>>xx + wy3, = Gr 6y + ( fcu , - y/zyUx) 

<" = 4>xx + ^yy 

8xx + eyy = Pr (^fly - fyex) 

where Gr denotes the Grashof number based on the temperature 
difference between the hot strips and the ambient. Note that the 
pressure gradient has been eliminated between equations (1) and (2) 
in arriving at equation (9). 

At this point, a transformation is used for reducing the infinite 
dimension (perpendicular to the surface) to a finite value to facilitate 
solution. Since the most important behavior is occurring next to the 
plate, the transformation suggested by Sills [2] is incorporated, 
namely: 

X = l - < (12) 

Note that this transformation is linear in the important region near 
the wall. 

The nondimensionalized equations for the transformed space then 
become: 

(1 - XKuxty. ~ "yM + (1 - X)^xx 

+ {X- l)ux + ">v;y - Gr 0y = 0 (13) 

(1 - X)(8xty Wx) + — [d - XWxx +(X- 1)0x Pr 

+ 0yy]=O (14) 

(15) O) = (1 - X P 4,XX + (X - l ) f e + i>yy 

The boundary conditions are set based upon the first author's ob
servational experience with the previously cited experimental work 
[1]. In that work a Mach-Zehnder interferometer was used to inspect 
the flow field simultaneously while making power and temperature 
measurements. Although interferograms of high quality did not result 
from that work due to optical problems (in fact no significant images 
were recorded photographically) two characteristics were noted. 
Firstly, symmetry conditions as denoted in Fig. 1 generally existed. 
At low heating rates (the "diffusion" and "transition" modes to be 
discussed later) minor instabilities did occur from time-to-time ren
dering the cells nonsymmetrical, but this was a transient phenomena 
that would ultimately return to the symmetrical situation for varying 
durations. Second, it was observed that the heated strip could be 
approximated by an isothermal surface. At high heating rates with 
wide strips this approximation was less accurate, but an average strip 
temperature was used throughout the experimental work. 

With the aforementioned aspects of the physical phenomena ob
served, the boundary conditions for the numerical analysis were set 
as denoted in Fig. 2. In the present study two cases were considered. 

-Nomenclature-

JE = vorticity gradient (see equation (16)) 
F = vorticity gradient (see equation (16)) 
g = acceleration of gravity 
Gr = Grashof number based on L and hot 

strip temperature, Gr = gPLs(Ts - T„ ) / 

_ " 2 

Gr = Grashof number based on LT and av
erage strip temperature, Gr = gf3Lr3(Ta — 
r„)/„2 

L = LT/2 
LH = width of heated strips 
LT = total width of two adjacent strips 
Nuave = Nusselt number based on L and the 

average temperature of strips 
Nu = Nusselt number based on LT and the 

average temperature of strips 

P = pressure 
Pr = Prandtl number 
T = temperature 
U = x component of velocity 
V = y component of velocity 
x = distance perpendicular to surface 
x = x/L 

X = 1 — exp (x) 
y = distance across strips (along surface) 
y = y/L 
a = thermal diffusivity 
j3 = coefficient of thermal expansion 
A = node spacing 
v = kinematic viscosity 
u> = dimensionless vorticity (see equation 

(5)) 

4> = dimensionless stream function (see 
equation (6)) 

p = density 
0 = dimensionless temperature (see equation 

(7)) 

Subscripts 

a = average quantity 
s = hot strips 
w = wall value 
<» = conditions far from the surface 
Coordinates used as subscripts denote partial 

derivatives, and numbers used as sub
scripts refer to location around point of 
interest (see definition following equation 
(16)). 
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In the first, heated strips were incorporated between insulated strips. 
In the second case, lower temperature strips separated the higher 
temperature strips, both temperatures being specified. The main 
complication in incorporating the boundary conditions comes into 
the specification of the wall vorticity, and this is described in the 
following. 

Preparatory for numerical solution, the equations and boundary 
conditions were cast in finite difference form. Consideration was given 
to several methods for accomplishing this task including both tran
sient and steady-state approaches. The general steady-state approach 
used by Greenspan and Schultz [3] to analyze the earlier problem by 
Torrance and Rockett [4] appeared to offer both computing economy 
and accuracy for problems of the present type. In this approach, the 
governing equations are recast using a central differencing technique, 
except that the convective terms were treated with a forward-back
ward differencing technique to preserve diagonal dominance of the 
resulting linear simultaneous algebraic equation system. Equation 
(13) then becomes 

(1 -X)(& 
2A 

• 4*3 „ _ 4*2 • 

2A ̂
E) + a-x)^2~2uo + OH 

, , v , . « 2 ~ o>4 o>i - 2o>0 +.o>3 „ 
+ ( A — 1) — 1 — Ijrl 

2A A2 

A2 

h-h 
2A 

= 0 (16) 

where the points at (X, y), (X, y + A), (X + A, y), (X, y - A) and (X 
— A, y) are denoted by the subscripts 0,1-4, respectively, and 

W2 — wo 
i f ^ l - ^ 3 > 0 

GR=I0 

0.5 
Y/L 

1.0 

Fig. 3 Streamlines for 50 percent of surface at 8 = 1, 50 percent insulated 
at a Grashof number of 10 

$2. 
(20) 

and 

E 

E 

1)Q - o>3 

0)1 - O>0 

if<h-ife<0 

i f ^ - ^ S O 

if \p2 — \pi < 0 

Similarly, equation (14) becomes 

(1 - * > ( • 

i'l - is „ i>2~i"i, 

2A 2A K[»" xy 
02 — 28Q + 64 

A2 

+ (X - 1) 
h-8 

2A 
. - 2 0 o 

A2 ±*s]-o (17) 

and equation (15) becomes 

, ^2 - 2̂ <o + ii 
( 1 - X ) 2 J 

A2 

+ (X-
. fa - f a fa - 2fa + fa 

2A A2 (18) 

Note that the same definitions of E, F and numbered subscripts hold 
as were given following equation (16). It can be shown that diagonal 
dominance holds as the coefficient of the diagonal term is greater than 
or equal to the sum of coefficients of the off-diagonal terms. 

Wall vorticity values were set using 

2^4 
' A2 (19) 

This relation is found by using equation (10) and a Taylor's series 
expansion of f around a point on the solid surface. 

For a good approximation of the values of the stream function ad
jacent to the wall, the set of "inner boundary" points [3,5] were used. 
Hence, the stream function values adjacent to the wall (i.e., at a dis
tance A) were set from the corresponding values at a distance 2A from 
the wall via the relationship 

A Gauss-Siedel point iteration method [6, 7] was used to solve the 
resulting simultaneous equations. This technique was chosen because 
it was extremely simple, required no over- or under-relaxation, and 
converged more quickly than the rapidly converging technique de
scribed by Greenspan and Schultz [3]. 

The solution was carried on the University of Utah Univac 1108 
computer and associated plotter. Three grid sizes were used in se
lecting the optimum node spacing: 11 X 11, 21 X 21, and 41 X 41. The 
maximum variation in values for the first reduction was less than 5 
percent. Comparing the results of the reduction from 21 X 21 to 41 
X 41 indicated a maximum difference in values less than 1 percent. 
Since the computation costs increased greatly for this latter step, a 
21 X 21 grid was used throughout. 

The temperature gradient at the wall was used to estimate the heat 
transfer. This was chosen over the heat flux at the wall due to ques
tions regarding the conservative qualities of the finite difference 
equations. As Roache [8] has correctly pointed out, "conservation 
properties may be lost, or at least altered in interpretation" when 
applying an infinite-to-finite mapping. A fifth degree polynomial was 
fit to the temperature values near the wall to determine the wall 
gradient. In retrospect this was unwarranted because the finite dif
ference technique is at most second order accurate. 

R e s u l t s 
In the course of the numerical study, plots of streamlines and iso

therms were generated for a large variety of parameters found in the 
problem. Grashof numbers were considered from 10 to 107. Ratios of 
the heated strips to the total cell width were taken from 0.1 to 0.75. 
Also, two cases of the lower temperature surface of the cell were 
considered throughout: either a specified uniform temperature or 
insulated. For the sake of brevity, only some representative curves 
are presented here. In all cases, the Prandtl number is taken as 0.7. 

Streamlines for two cases indicating extremes in Grashof numbers 
are shown in Figs. 3 and 4. Both figures are for the situation of tem
perature specified strips separated by insulated strips, all strips being 
the same width. The heavy line on part of abscissa denotes the heated 
portion of the surface. As the Grashof number increases, the flow 
pattern changes from several weak rolls (two are shown in Fig. 3, but 
there may be actually additional rolls that are not indicated because 
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Fig. 4 Streamlines for 50 percent of surface at 6 = 1, 50 percent insulated Fig. 6 Isotherms for 50 percent of surface at 0 = 1, 50 percent insulated at 
at a Grashof number of 106 a Grashof number of 2 X 103—this is typical of the transition mode 

oi the x transformation that was used) to a single very strong one (see 
Fig. 4). At the high values of Gr there is a steep temperature gradient 
directly over the center of the heated strips (the left hand side of the 
figure). For a given Gr, the results for Case I (specified temperature 
strips separated by the insulated strips) always appeared qualitatively 
similar to the Case II results. Another item to note is that the maxi
mum velocities varied directly with the ratio of the heated width to 
the total width at a given Grashof number. 

Plots of the isotherms for the various situations indicated a wider 
variation in characteristics. 6 is defined in equation (7). Samples of 
these results are shown in Figs. 5-8. Results for the Case II (both 
strips' temperatures specified) plots are not sufficiently different from 
the Case I plots to warrant space here. 

Heat transfer results are shown in Figs. 9 and 10. Results from all 
cases studied are shown in Fig. 9. Note that the Nusselt number is 

based on the average strip temperature, but that the Grashof number 
is based on the hot strip temperature in the figure. The average 
temperature of the strips was calculated from the results of the nu
merical analysis. Results of the present study are compared to the 
earlier work [1] as well as isothermal data [9] in Fig. 10. In this figure 
both dimensionless parameters are based on LT and the average strip 
temperature. 

Discussion 
One obvious item that appears from a study of the results is that 

the heat transfer exhibits three fairly distinct regimes. For all con
figurations studied here the situation is diffusion dominated below 
a Gr of approximately 103. This is demonstrated best by Fig. 5 which 
has approximately a conduction form. It can also be inferred from the 
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Fig. 5 Isotherms for 50 percent of surface at 6 = 1, 50 percent insulated at Fig. 7 Isotherms for 50 percent of the surface at 6 = 1, and 50 percent of 
a Grashof number of 10—this is typical of the diffusion mode the surface insulated at a Grashof number of 104 
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Fig. 8 Isotherms for SO percent of the surface at 6 = 1, SO percent insulated 
at Gr = 10s—this indicates the plume mode 

flat portions of Pigs. 9 and 10. At the larger values of Gr investigated 
here, the temperature field takes on a distinct plume form qualita
tively very similar to the temperature field demonstrated experi
mentally (see related discussion in Method of Analysis section). This 
can be seen easily in Fig. 8. This regime appears to be clearly defined 
above a Grashof number of 104. The regime for 103 < Gr < 104 is best 
termed transitional as the temperature field is seen to change from 
the distinctly diffusional nature to the distinctly plume nature. 

Time and computer costs did not allow the investigation of the ef
fects of all the parameters in the problem. Hence, only values judged 
to be of key importance were evaluated. For example, results for only 
a few Case II cases are given here, as they were very similar to the re
sults from Case I. 

The effect of percentage of the surface that is heated can be seen 
from Fig. 9 at Gr = 10e. In general the heating appears to occur more 
efficiently for proportionately smaller heating strips. 

Two methods of defining dimensionless variables were used in the 
present study. These differed in that one used a temperature differ
ence based upon the hot strip temperature, while the other used a 
temperature difference based upon the average surface temperature. 
As noted earlier, the average temperature was determined from the 
results of the numerical analysis. The latter approach was used to 
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Fig. 9 Calculated data for all cases considered in the present study are 
shown (note that the Nusselt number is based upon the average strips tem
perature while the Grashof number Is based on the hot strip temperature 
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Fig. 10 Data from the present study compared to previous study data and 
Isothermal data at Pr = 0.7—all strip data is for LH/LT = 0.5 

enable comparisons to uniform surface temperature data to be made. 
No characteristic length appropriate for use in nondimensionalizing 
occurs for convection off of infinite plates with uniform heating. This 
makes absolute comparison very difficult. However, in the correlation 
of Fugii and Imura [9] for convection off of large, but finite, plates the 
correlation is independent of length. This allows easy comparison, 
and this is shown in Fig. 10. While it is difficult to compare the Gr 
limits as set for the Fugii and Imura correlation due to the significant 
length aspect, it appears that stripwise convection in the plume regime 
is clearly superior to the uniform heating situation. This observation 
holds for Gr < 20,000. Also shown are the results of an experimental 
study of stripwise heating [1]. The differences_between the experiment 
and computer model, particularly at low Gr, is felt to be due to 
uncertainties in the experiment. 

The numerical technique used for the solution of the governing 
equations worked quite well. No problems in convergence were ex
perienced, and relatively short computation times were demonstrated. 
For Gr = 106, LHILT = 0.5, Case I, convergence was achieved in 32 
seconds on a Univac 1108. Computation time increased with de
creasing Gr. 

It was unfortunate, however, that an easy comparison to some other 
numerical solution could not be made with the present program to 
provide an accuracy check. There does not appear to be any solution 
available in the literature that can be compared to the results of our 
program. The fact that Greenspan and Schultz [3], using an approach 
very similar to ours in many ways, were able to show nearly perfect 
agreement with the excellent work of Torrance and Rockett [4] adds 
credibility to the approach. It should also be noted that the fact that 
the previous works involved a closed container poses a more stringent 
comparison. 

Use of the transformation in the x -direction was very satisfactory. 
While it necessarily masked the phenomena far from the surface, it 
was felt that having the actual boundary conditions imposed on every 
side was desirable. 

Clearly, one shortcoming of established steady-flow analysis is that 
the boundary conditions force the flow to be cellular. This was inferred 
from observations made earlier on a Mach-Zehnder interferometer 
[1] and is probably quite accurate at the high values of Gr, below the 
onset of turbulence. However, the situation was not so clear in the 
lower Gr range. More work of both experimental and analytical na
tures must be performed in the diffusional regime to define the phe
nomena better. The analytical work should take a different approach 
from that used here and should involve a stability analysis to inves
tigate the flow threshold in the low Gr region. The definition of the 
initiation of turbulence would also be of value. 

It appears that stripwise heating is more effective than uniform 
heating in natural convection in the laminar region on a horizontal 
surface. This may not be true both at the very low and very high values 
of Gr. Definitive information on these limiting conditions will only 
come from a different approach than that used here. 
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Conclus ions 
The results obtained from a finite difference investigation of 

stripwise heating on a horizontal surface with different ratios of widths 
of heating to unheated strips, led to the following conclusions: 

1 For the present problem, the main mechanism of heat transfer 
is conduction for Grashof numbers less than 103 and convection for 
Grashof numbers higher than 104. Plots of the temperature field in
dicate a sharp transition occurs between the two modes of heat 
transfer. 

2 The exponential transformation used in this study transformed 
the original semi-infinite direction into a finite one. The finite scale 
was approximately linear at the region near the plate and presented 
a clear view of the flow and temperature fields in this area of inter
est. 

3 The Nusselt numbers of the stripwise heating increase sharply 
for decreasing values of the ratio of widths of heated to unheated strips 
at high Grashof numbers (predominant convective heat transfer). 

4 The results of this study were compared to earlier experimental 
and numerical results and good agreement was observed. The major 
area of disagreement appeared to be in the low Grashof number range. 
It was concluded that additional experimental and theoretical studies 
should be performed for the predominately conduction (Gr < 103) 
regime to rationalize the differences. 

5 Stripwise heating on a horizontal surface appears to transfer 
heat more efficiently than does uniform heating, over the bulk of the 
laminar range. 
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A Correlating Equation for Forced 
Convection From Gases and Liquids 
to a Circular Cylinder in Crossflow 
A single comprehensive equation is developed for the rate of heat and mass transfer from 
a circular cylinder in crossflow, covering a complete range of Pr (or Sc) and the entire 
range of Re for which data are available. This expression is a lower bound (except possibly 
for RePr < 0.2); free-stream turbulence, end effects, channel blockage, free convection, 
etc., may increase the rate. In the complete absence of free convection, the theoretical ex
pression of Nakai and Okazaki may be more accurate for RePr < 0.2. The correlating 
equation is based on theoretical results for the effect of Pr in the laminar boundary layer, 
and on both theoretical and experimental results for the effect of Re. The process of corre
lation reveals the need for theoretical results for the effect of Pr in the region of the wake. 
Additional experimental data for the effect of Pr at small Pe and for the effect of Re dur
ing the transition in the point of separation are also needed. 

Introduction 

Convective heat transfer from a cylinder in crossflow has been 
the subject of repeated attempts at correlation and generalization 
because of its importance in a variety of applications. These attempts 
have not been completely successful because of: (1) the lack of a 
comprehensive theory for the dependence on Pr even for the boundary 
layer regime; (2) competitive theories for low Re; (3) the influence of 
natural convection at very low Re;'(4) discrete transitions in the 
boundary layer and the wake at high Re; (5) the influence and lack 
of specification of free-stream turbulence; (6) the use of different and 
undefined thermal boundary conditions; (7) significant variation in 
physical properties between the surface and free stream and around 
the surface; (8) the incorporation of erroneous physical properties in 
older tabulated data; (9) end effects, particularly at low Re; (10) tunnel 
blockage; (11) significant scatter in most of the many sets of data; and 
(12) unresolved discrepancies between the various sets of data. 

Douglas and Churchill [l]2 discovered that most of the experimental 
data for gases at large temperature differences had been misinter
preted and misplotted in McAdams [2]. They reconstructed a general 

1 Currently with Exxon, D104, Box 153, Florham Park, N. J. 
2 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
September 2,1976. 

graphical correlation for gases using the original measured quantities 
and modern physical properties. Fand and Keswani [3] recently re
peated the conversion of Hilpert's [4] extensive data for air to modern 
physical properties. 

Douglas and Churchill also proposed a semitheoretical equation 
for all Re and attributed the systematic deviation at low Re to free 
convection. (This behavior has since been shown to be due to thick
ening of the boundary layer, as well as to free convection.) Perkins and 
Leppert [5] developed graphical correlations and empirical equations 
for liquids based on the models of Richardson [6] and of Douglas and 
Churchill. Tsubouchi and Masuda [7] carried out a thorough exami
nation of the data for both liquids and gases. They proposed a new 
equation for liquids and a slight modification of the equation of 
Perkins and Leppert for both gases and liquids. Whitaker [8] proposed 
a modified version of his own correlation for spheres rather than de
riving a new set of coefficients and exponents for cylinders. Fand and 
Keswani [9] recently presented an empirical correlation for air only, 
based on the data of Hilpert [4], Collis and Williams [10], and King 
[11] only. Gnielinski [12] proposed correlation of the data for plates, 
cylinders, and spheres at moderate Re by taking the square root of 
the square of the correlations for the laminar and turbulent regimes; 
however, he did not have access to the very recent data which greatly 
extend the upward range of Re for cylinders. 

The objective of this paper is to resolve, insofar as possible, the 
discrepancies and complications enumerated in the first paragraph, 
and to construct a simpler, more accurate, and more general corre
lation than those mentioned in the second and third paragraph of this 
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Table 1 Power-dependence provided by equation (2) 

Pr 
Power 

0 
0.500 

10"2 

0.486 
10"' 

0.452 
0.7 

0.401 
1.0 

0.391 
10 

0.351 
102 

0.337 
103 

0.334 0.3333 

section. This is not a review. In view of the comprehensive reviews 
mentioned in the foregoing and the other recent ones by Zhukauskas 
[13] and Morgan [14], reference will be made only to those investi
gations directly relevant to the development of the correlations. 

The recent data of Achenbach [15] and Zdanavichyus, et al. [16] 
have helped greatly to resolve the previously controversial behavior 
at high Re, and the recent papers by Morgan [14] and Katinas, et al. 
[17] have helped to categorize the various investigations in terms of 
blockage and free-stream turbulence. 

The development herein of an overall correlating equation starts 
with consideration of the laminar boundary layer regime. The 
creeping-flow regime and the regime dominated by the wake are next 
examined. These regimes do not overlap with the laminar boundary 
layer regime, and interpolation is necessary. Finally, secondary effects 
are considered, the various sets of data are interpreted briefly in terms 
of the correlation, and conclusions are drawn. 

D e v e l o p m e n t of C o r r e l a t i n g E q u a t i o n s 
Laminar Boundary Layer Regime. The theoretical solutions 

for the laminar boundary layer regime proved to be invaluable in 
constructing correlating equations for forced convection to a flat plate 
[18] and for free convection to a cylinder [19]. Unfortunately com
parable solutions are incomplete for forced convection to a cylin
der. 

Squire [20], Eckert [21], and Levy [22] all computed theoretical 
values of the Nusselt number at the forward stagnation point as a 
function of the Prandtl number. The values of Squire and Eckert are 
in reasonable agreement but those of Levy are somewhat lower. The 
values of Squire and of Eckert were, therefore, utilized to derive an 
empirical expression in the form of the general correlating equation 
of Churchill and Usagi [23]. This model equates the nth power of the 
dependent variable (here Nu) to the sum of the nth powers of the 
limiting solutions for large and small values of the independent 
variable (here Pr). The empirical exponent n is then evaluated from 
experimental data or theoretical points for intermediate values of the 
independent variable. In this application the best value of n appears 
to be -4 .0 resulting in the expression 

Nus = 1.276 R e ^ P r 1 ^ ! + (0.412/Pr)2/3]1/4 
(1) 

It may be noted that the exponent of % (corresponding to n = -4 ) on 
the term in brackets is identical to that derived by Churchill and Ozoe 
[24, 25] for forced convection to both uniformly heated and isothermal 
plates in the laminar boundary layer regime. However, the "central 
values" of Pr for the flat plate (the values of Pr for which the limiting 

solutions intersect) were much lower than 0.412. For free convection 
the central values as well as the exponent were found by Churchill and 
Churchill [26] to be essentially the same for all geometries. The dif
ference in the central values of Pr for forced convection undoubtedly 
arises from the basic difference in the forced-flow pattern over the 
cylinder and along the flat plate. The value of 0.412 is, in any event, 
quite uncertain since it is the ratio of the coefficients of the limiting 
solutions for Pr —>- 0 and °°, raised to the sixth power. 

Pending the derivation of sufficient, precise values for the effect 
of Pr on the mean rate of heat transfer over the entire cylinder, the 
same dependence as in equation (1) will be postulated, yielding 

Nu = A Re1 / 2Pr1 / 3/[l + (0.4/Pr)2/3] 1/4 (2) 

The approximate, theoretical calculations of Masliyah and Epstein 
[27] for Re = 1 and Pr from 0.7 to 40,000 indicate a value of 0.62 
and the two, extrapolated, theoretical values of Jain and Goel [28] a 
value of 0.64 for A. An arithmetic plot (not shown) of Nu versus $ = 
Re I / zPr I / 3 /[ l + (0.4/Pr)2/3]1/4 for experimental and theoretical values 
covering a wide range of Re and Pr indicates that equation (2) with 
A = 0.62 provides an excellent representation for 40 < Re < 10,000 
corresponding to 5 < <j> < 80 for Pr = 0.7. This agreement is illustrated 
in logarithmic form in Figs. 1 and 2. Equation (2) does not hold for 
Re < 5 owing to thickening of the boundary layer as discussed in the 
next section and does not hold for Re > 10,000 owing to the develop
ment of a significant contribution from the region of separation at the 
rear of the cylinder, as discussed later. 

The equivalent power dependence on Pr in equation (2), defined 
as d(ln[Nu|)/d(ln|Pr)), varies from % to % as indicated in Table 1, thus 
providing a rationalization for the different powers derived in prior 
correlations of experimental data for different ranges of Pr. 

Creeping-Flow Regime (Pe < 0.2). A number of theoretical 
expressions have been derived for Pe -» 0, based on potential flow. 
The most successful appears to be that of Nakai and Okazaki [29] 
which can be written as 

Nu = 1/(0.8237 - lnjPe1/2)), Pe < 0.2 (3) 

Equation (3) agrees well with the computed values of Dennis, et al. 
[30] and with the experimental data for various fluids, as indicated 
by the dashed lines in Fig. 1 for Pr_=_0.001, 0.7, and 1000, and dis
cussed subsequently. The values of Nu computed from equation (2) 
approach 0 as Pe —• 0, as would be expected for pure conduction from 
an infinitely long cylinder to surroundings of infinite extent. The finite 
values observed experimentally for Re -» 0 are presumably due to free 
convection, end effects and finite surroundings. 

^Nomenclature . . 

A = dimensionless coefficient 
D = cylinder diameter 
DT = tunnel diameter 
X) = diffusivity 
g = gravitational acceleration 
h = heat transfer coefficient 
k = thermal conductivity 
kc = mass transfer coefficient 
L = cylinder length 
n = arbitrary exponent in Churchill-Usagi 

equation 
Nu = Nusselt number = hD/k 
Nu = mean Nusselt number 

Nuo = mean Nusselt number for Re -» 0 
Nu r = Nusselt number in region of wake 
Nus = Nusselt number at forward stagnation 

point 
Nu„ = mean Nusselt number for Re - • «> 
Pe = Peclet number = RePr = DUb/a 
Pr = Prandtl number = via 
Ra = Rayleigh number = g/?ATD3/ra 
Re = Reynolds number = DU\,h 
Sc = Schmidt number = v/D 
Sh = Sherwood number = kcD/3) 
T = temperature 
Tu — intensity of free-stream turbulence = 

vW)Wt , 

Ut = free-stream velocity 
£/(,' = fluctuation in free-stream velocity 
a = thermal diffusivity 
P = volumetric coefficient of expansion with 

temperature 
AT=Tb- Tw 

H = viscosity 
v = kinematic viscosity 
0 = Re^Pr1 '3 / !! + (0.4/Pr)2/3]1/4 

Subscripts 

b = free stream 
/ = film, at (Tw + Tb)/2 
w = wall 
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Re 
Power 

0 
0 

1 0 ' 2 

0.069 

Table 2 Power-dependence provided by equation (8) for Pr = 0.7 

1 0 - ' 
0 .169 

1 
0.308 

10 
0.419 

102 

0.471 
10 3 

0.505 
10" 

0 .552 
105 

0.671 
10* 

0 .843 
107 

0.951 1.000 

Intermediate Regime (Pe > 0.2, Re < 10,000). A considerable 
gap exists between the range of applicability of equations (2) and (3). 
This behavior can be approximated, as suggested by Tsubouchi and 
Masuda [7] and others, by adding a constant term, Nuo, to the right-
hand side of equation (2). A value of 0.3 resulting in 

Nu = 0.3 + 0.62Re1/2Pr1/3/[l + (0.4/Pr)2/3] 1/4 (4) 

represents the experimental data and computed values very well for 
Pe > 0.2 and Re < 10,000 as indicated in Figs. 1 and 2. A slightly lower 
value of Nuo would give a better prediction for Pe < 0.2 but at the 
expense of a poorer prediction for Pe > 0.2. 

The theoretical solution of King [11] for potential flow actually 
yielded a value of 1/ir = 0.318 for Nuo but his choice of boundary 
conditions has been called improper by Hill and Sleicher [31]. 

Collis and Williams [10] assert that an expression of the form of 
equation (4) is unsatisfactory because it cannot reproduce the discrete 
change in slope which they observe with the onset of eddy-shedding 
(Re = 44 for Pr = 0.7). However, such a discrete transition in Nu at 
Re = 44 (0 = 5.16 for Pr = 0.7) is not apparent in Fig. 1 and can be 
considered negligible for practical purposes. A possible explanation 
is the derivation by Virk [32] of 

Nu r = 2VP~e75V (5) 

for the rear half of the cylinder in the eddy-shedding regime of 40 < 
Re < 2 X 105. The dependence on Re is thus the same as for the 
boundary layer, although the indicated dependence on Pr differs. 

Completely Turbulent Regime. The behavior for Re > 10,000 
has been uncertain for some time owing to discrepancies between the 
various sets of experimental data. Clark [33] predicted a linear de

pendence of Nu on Re in the region of the wake. Both van der Hegge 
Zijnen [34] and Douglas and Churchill [1] utilized such a linear de
pendence in their correlating equations. Richardson [6, 35] asserted 
that the rate of heat transfer in this region should be proportional to 
Re2/3. This dependence and also Re0-8 have been utilized in a number 
of correlating equations. The precise data of Hilpert [4] which extend 
to Re = 233,000, indicate a linear dependence but have been subject 
to some controversy since they generally fall below the data of other 
investigators. The recent precise data of Zdanavichyus, et al. [16] and 
of Achenbach [15] for air which extend to Re = 1.1 X 106 and Re = 4.2 
X 106, respectively, now provide a sounder basis for interpretation 
of the behavior at high Re. (Despite their relative precision, the data 
of Achenbach for uniform wall temperature and Tu =; 0.0045 fall 
above those of Zdanavichyus, et al., for uniform heat flux and Tu s, 
0.027, even though the opposite effect would be expected.) The 
evaluation of the role of blockage and free-stream turbulence by 
Morgan [14] and others explains most of the discrepancies between 
the other sets of data, at least qualitatively. 

The data of both Zdanavichyus, et al., and Achenbach indicate that 
Nu does not increase uniformly with Re but shows an upswing at 
about Re = 106, a flattening out at about Re = 4 X 10B and a resumed 
upswing approaching linearity with Re above Re = 2 X 106. These 
transitions are associated with the downstream relocation of the point 
of separation and the transition from a laminar to a turbulent 
boundary layer. Reference to these papers is suggested for detailed 
discussions of the behavior of the flow field. The changes in Nu are 
surprisingly mild, considering the abrupt and significant changes in 
the flow pattern. 

The following asymptotic expression for very large Re can be de
rived from the data of Achenbach 

30 

10 

10 ' 10 

Re lat Pr =0.7) 

10"' 1 10 10 10 

Nu, 

0.1 

E q u a t i o n (3 

n T , 0.62 R e l / 2 P r " 3 

r w ( < u , 2 / 3 l , w 

Pr J 

Pr 
1 0 0 0 , - ' 

,-<^>2/T 
J - _d_ 

0.01 0.1 1.0 10 
Re f»

2Pr,"y[W(0.4/Pr f )
2 / 3 ] , M 

Fig. 1 Low Reynolds number regime—Legend: @ Dennis, et al. [30] (com
puted); • Masliyah and Epstein [27] (computed); A Jain and Goel [28] 
(computed); O Hilpert [4] (air); o Tsubouchi and Masuda [7] (air); D Collis 
and Williams [10] (air); O Gebhart and Pera [36] (air); V Krall and Eckert [37] 
(air (uniform heat flux));»Tsubouchi and Masuda [7], Davis [42] (water, oils 
(Pr = 4-600)); x Sajben [31] (mercury (Pr = 0.0225)); + Beckers, et al. [43] 
(paraffin oil (Pr = 1000)); > Ishiguro, et al. [40] (sodium (Pr = 0.0058 and 
0.0073); A Dobry and Finn [46] (mass transfer (Sc = 1100 and 1400)) 

40 
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Fig. 2 High Reynolds number regime—Legend: O Hilpert [4] (air); D Collls 
and Williams [10] (air); + Achenbach [15] (air); QZdanavichyus, et al. [16] 
(air); V Krall and Eckert [37] (air (uniform heat flux)); (f> Schmidt and Wenner 
[38] (air); < Lewis [39] (air); > Ishiguro, et al. [40] (sodium (Pr = 0.0058 and 
0.0073)); • Zdanavichyus, et al. [16] (water); fj Fand and Keswani [44] 
(water (smoothed values)); oFand [45] (water) 

Nu„ = 0.00091 Re (6) 

Postulating the same dependence on Pr as in the laminar-bound
ary-layer regime converts equation (6) to 

Nu„ = 0.001168 RePr^/fl + (0.4/Pr)2/3]1/4 
(7). 

It should be emphasized that equations (6) and (7) are the apparent 
asymptotes for the Achenbach data, not correlations for them. 

Overall Correlation, <f> > 0.4. Combining equations (4) and (7) in 
the form suggested by Churchill and Usagi [23], as discussed in the 
foregoing, results in the test expression 

(Nu-0.3) n = 
• ( • 

O^Re^Pr1 /3 

[1 + (0.4/Pr)2/3]1/4 )" 
/ O.OOlieSRePr1/3 

41 + (0.4/Pr)2/3]1/4 )" 
A value of 5/4 for the exponent, hence 

— 0.62Re1/2Pr1/3 r 
Nu = 0.3 + - l + i 

Re 14/5 

(8) 

(9) 
[1 + (0.4/Pr)2/3]1/4 1/ ' \28200oi 

appears to provide a lower bound for RePr > 0.4 and a reasonable 
approximation for all Re and Pr, with a few exceptions to be discussed 
in the next section. 

Equation (9) differs from prior correlating equations for forced 
convection to cylinders in that it provides a varying power for Re and 
Pr. The power of Pr was previously considered. The effective power 
of Re in equation (9), defined as [3(ln(Nu|)/d(ln[Re))]pr depends on 
Pr. The values in Table 2, which were computed for Pr = 0.7, range 
from 0 to 1.0, and are in general agreement with the values determined 

by the correlations for narrow ranges of Re by McAdams [2], Morgan 
[14], and others. The values in Table 1 for the effective power of Pr 
hold for equations (4) and (9) as well as (2) as long as Nu » NUQ. 

Comparison of Correlating Equations With 
Experimental Data 

The effectiveness and limitations of the correlating equations (3), 
(4), and (9) are indicated in Figs. 1 and 2 by comparison with a broad 
range of experimental data. The properties and velocity were con
verted to the form of Figs. 1 and 2 insofar as possible. The sets of data 
which are included are those which do not scatter excessively, and 
which Morgan [14] and others have classified as relatively free from 
the effects of temperature-difference, free-stream turbulence, aspect 
ratio and tunnel-blockage. The many sets of early data (see, for ex
ample, Douglas and Churchill [1], Gnielinski [12], or Morgan [14] for 
listings) which are not included, generally fall significantly above 
equation (9) due to one or more of the foregoing effects. Corrections 
for these secondary effects are considered in the following section. 

The various sets of data for air [4, 7,10,15,16, 36-39] are seen to 
be in good agreement with equation (9) for Pe > 0.2, corresponding 
to Re = 0.285 and 0 = 0.416, with the following exceptions. The data 
of Krall and Eckert [37] fall somewhat above equation (9) for their 
lower range of Re, presumably due to uniform heating. In the range 
40000 < Re < 400000 all of the data [4,15,16, 38, 39] fall decisively 
above equation (9). This thermal* behavior is associated with the 
downstream transition in the point of separation of the wake. A 
somewhat better representation for the data in this range of Re is 
obtained by taking n = 1 instead of % in equation (8) leading to 
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— 0.62Re1/2Pr!/3 f / Re \ i « 1 , % 
NU = 0-3 + [l + (0 .4 /Pr) 2 /3 ] 1 4 1 + (^^) J (10) 

Even so, some of the data of Achenbach [15] and of Lewis [39] fall 
above equation (10). In the range 1000 < Re < 10,000 the precise data 
of Hilpert [4] fall below equation (9). This latter discrepancy, which 
has been noted by many previous investigators, may be due to some 
experimental anomaly, as suggested by Morgan [14]. 

Reliable data to test the dependence on Pr are somewhat limited. 
The only reliable data for low Pr appear to be those of Sajben [34] for 
mercury (Pr = 0.0225) and those of Ishiguro, et al. [40] for sodium (Pr 
= 0.0058 and 0.0073). Representative values of Sajben read from a 
graph, are included in Fig. 1. They are in general agreement with 
equation (4) for Pe > 0.2, corresponding to <t> = 0.50, but fall below 
both equations (4) and (3) for lower values. The measurements of 
Ishiguro, et al., are for a nearly uniform heat flux density. The values 
of Nu based on an integrated-mean temperature difference appear 
to follow equation (4) even to Re = 10000, and hence fall below 
equation (9) for Re > 103. Based on an integrated-mean heat transfer 
coefficient they fall above equation (9). In any event they appear to 
invalidate, for this range of Re, the postulate of potential flow, upon 
which the theoretical solution of Grosh and Cess [41] is based. 

The data of Tsubouchi and Masuda [7] and Davis [42] for various 
fluids with 5 < Pr < 600 scatter randomly about equation (9). The 
data of Beckers, et al. [43] for paraffin oil (Pr = 1000) agree with 
equation (4) down to Pe = 0.2(<l> = 0.14) but fall far below the pre
diction of equation (3) for lower Pe. Their data for other fluids scatter 
widely and were omitted. The data of van der Hegge Zijnen [34] are 
given graphically in combined forms which preclude their inclusion 
in Figs. 1 and 2. The data of Gebhart and Pera [36] for oils and small 
wires were recognized by the investigators as anomalously high, ap
parently due to end effects. The data of Zdanavichyus, et al. [16] for 
water follow equation (9) closely and those of Fand and Keswani [44] 
are only slightly higher. The earlier data of Fand [45] for water fall 
decisively below the correlation, and almost follow the extension of 
equation (4), suggesting a possible delay in transition of the point of 
separation in these experiments. 

Although the correlation is presumed to hold for mass transfer with 
Nu replaced by Sh and Pr by Sc, no data meeting the foregoing criteria 
were found. However, the data of Dobry and Finn [46] for Sc = 1100 
and 1400, although somewhat scattered, are seen to be in general 
agreement with equation (9). 

Secondary Ef fec t s 
Physical Property Variation With Temperature. The effect 

of large AT is not well resolved and is opposite in direction for liquids 
and gases and for heating and cooling. Douglas and Churchill [1] were 
reasonably successful in handling the effect of property variation for 
gases and Tsubouchi and Masuda [7] for liquids simply by calculating 
the properties (including p) at the film temperature (the arithmetic 
average of the surface and free-stream temperatures). Collis and 
Williams [10] assert that for gases Nu shduld additionally be multi
plied by (Tb/T[)QA1. Perkins and Leppert [5] and Whitaker [8] propose 
the use of free-stream properties and the multiplication of Nu by 
(tiw/nb)0'25 but Tsubouchi and Masuda contend an exponent of 0.14 
is better than 0.25. Zhukauskas [13] proposes the use of the free-
stream temperature and the multiplication of Nu by (Pib/Prw)" with 
a = 0.25 for the turbulent regime and 0.17-0.19 for the laminar regime, 
.but notes that Pr&/Pr,„ s MS/MW Fand and Keswani [44] propose 
correlating Nuu,aNu (,

1-° with Rew
bReb

1-b and Pr„,cPrf,1_c but do 
not achieve a significantly better fit than with properties at the film 
temperature. After reviewing the various correlations, Morgan con
cludes that the dependence on physical properties is still undefined 
and declares the need for additional experimental work. Wylie [47] 
and Vaitekunas, et al. [48] have recently derived theoretical solutions 
for laminar and turbulent boundary layers, respectively, with varying 
physical properties and this approach may ultimately resolve the 
dilemma. 

In any event, equation (9) can be expected to give reasonable results 
for moderate temperature differences for both liquids and gases if the 

properties are evaluated at the film temperature. It can readily be 
modified in accordance with any of the foregoing schemes for large 
temperature differences. 

Boundary Conditions. Most experiments and calculations have 
been carried out for essentially a uniform surface temperature. 
However, Boulos and Pei [49] utilized a uniform heat flux density and 
concluded that this boundary condition resulted in a 10-20 percent 
increase in Nu as compared to an isothermal surface. Some of their 
measured values of Nus are below the boundary layer values, casting 
doubt on the validity of this conclusion. Krall and Eckert [37] con
cluded that their measurements were 7 percent high for the same 
reason. These observations are consistent with theoretical calculations 
for the laminar boundary layer regime on a flat plate which indicate 
a 37 percent increase in the local values of Nu but a 37 percent in
crease, 3 percent increase or 3 percent decrease depending on whether 
Nu is based on the integrated-mean heat transfer coefficient, the in
tegrated-mean temperature-difference or the temperature difference 
at the midpoint [18]. These results provide the basis for a first-order 
estimation of a correction factor to equation (9) for a uniform heat 
flux or other nonisothermal boundary condition 

Blockage. Morgan [14] compared a number of the expressions 
that have been proposed for the effect of the boundaries of the channel 
in which the test cylinder is located, with the limited experimental 
data for this effect. He concluded that the velocity in Re should be 
increased by the factor 1 + 0.385 D/DT + 1.356 {D/DT)2 developed 
by Vincenti and Graham [50] for small streamlined bodies in closed 
circular tunnels. For a jet stream from a tunnel, Morgan suggests re
ducing the velbcity in Re by the factor 1 — 0.411 (D/Dr)2 which was 
developed by Lock [51]. 

Free-Stream Turbulence. Dyban and Epik [52] proposed the 
expression 0.8 ReTu/(1500 + ReTu) to represent experimental data 
for the fractional increase in Nu over the range 2000 < Re < 80,000 
and 0.02 < Tu < 0.26. Morgan [14] reviewed the somewhat contra
dictory data and correlations and developed a graphical correlation 
for the combined effects of free-stream turbulence and tunnel 
blockage. 

Aspect Ratio. Nu depends on the length of the cylinder owing 
to three-dimensional disturbances in the velocity field at the ends, 
and perhaps to longitudinal heat losses. These effects appear to be 
significant only for very fine wires such as those used in anemometry. 
Ohman [53] has shown that Nuo should have a minimum theoretical 
value of 2/ln[2L/D) for a finite cylinder. Gebhart and Pera [36] ob
served significant effects for large Pr, even for LID = 16000. Morgan 
[14] proposes multiplication of Nu for hot-wire anemometers by the 
factor 1 + 7.5(D/L)1/2 + 3.5 X 104(D/L)2. 

Free Convection. Since forced convection implies a temperature 
difference, free convection must always be present to some degree. 
From the general correlation of Churchill [54] for assisting, laminar 
convection it follows that the fractional increase or decrease in Nu-
Nuo due to a small degree of assisting or opposing free convection is 
approximately 0.2 Ra3/4 [1 + (0.4/Pr)2/3]3/4/Re3/2Pr[l + (0.5/ 
pr)9/i6]4/3# p o r v e r y s m a n R e a n c l R a Nakai and Okazaki [29] show that 
the absolute increase or decrease in 1/Nu due to a small degree of 
opposing or assisting free convection is 0.65 NuRa/Pr2Re3 . 

Summary and Conclusions 
1 Equation (9) is proposed as a lower bound for the computed and 

experimental values of heat transfer by forced convection to a cylinder 
in cross flow for all Re and Pr such that RePr > 0.2. 

2 As a lower bound, equation (9) presumably represents the be
havior for low free-stream turbulence, an isothermal surface, negli
gible blockage, negligible end-effects, a small temperature difference 
and negligible free convection. A possible exception is in the range 
of 103 < Re < 104 where the data of Hilpert [4] for air and of Ishiguro, 
et al. [40] for sodium appear to follow equation (4) rather than equa
tion (9). In the range of 7 X 104 < Re < 4 X 106, Nu may be signifi
cantly higher than predicted by equation (9) owing to a downstream 
shift of the point of separation of the laminar boundary layer. Equa
tion (10) can be used as a lower bound and predictor in this range. 

3 Equation (4) can be used as an approximation for equation (9) 
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for Re < 4000 and all Pr. 
4 Equation (3), which is based on the assumption of creeping flow, 

should provide a better representation than equations (4) or (9) for 
RePr < 0.2 if free convection and end-effects are negligible. It agrees 
well with such experimental data for air, but has not been tested 
critically for a wide range of Pr. 

5 Equation (4) appears to provide reasonably good predictions 
even for RePr < 0.2 and can be modified to provide an even better 
representation for any single set of data by the proper, arbitrary choice 
of Nu0. 

6 Statistical methods were not used to evaluate the constants in 
equations (4) and (9) nor to characterize the scatter since the various 
sets of data are obviously of widely differing and unknown quality and 
in some cases were determined with some uncertainty from graphs. 

7 Equation (9) has the advantage over prior correlating equations 
in that it takes into account the recent data of Achenbach [15] and 
Zdanavichyus, et al. [16] for an extended range of Re. 

8 Equation (9) differs from prior correlating equations in that it 
is based, insofar as possible, on theoretical results, and provides a 
continuously varying dependence on both Re and Pr. 

9 The success of equation (9) is quite remarkable in view of the 
many strong transitions in the flow field as documented by Collis and 
Williams [10], Achenbach [16] and others for air. Fortunately, the 
corresponding transitions in the heat transfer coefficient are quite 
weak and compensatory with the exception noted previously for 1 X 
10B < Re < 4 X 106. 

10 An empirical equation could be constructed which follows 
these transitions but the behavior is not yet clearly enough defined 
to justify such a complex construction. 

11 Expressions are suggested to estimate the increased or de
creased value of Nu due to free-stream turbulence, nonisothermal 
boundary conditions, tunnel blockage, end-effects, large tempera
ture-differences and free convection. 

12 Additional data are still needed for the very low and the in
termediate and high range of Re and for a wide range of Pr or Sc. In 
order to be of value these measurements must be of good precision 
and accuracy and free from the effects enumerated in conclusion 
11. 

13 Tabulations of experimental and computed values of Nu, Re, 
and Pr should be included in future publications for the convenience 
of subsequent workers. 

14 Equation (9) and (4) are presumed to be applicable for mass 
transfer with Sh and Sc substituted for Nu and Pr, although values 
to test this generalization are rather limited. 
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Hypersonic Viscous Shock Layer 
Calculation of Leeward Vortex-
Induced Heat Transfer on a Sharp 
Cone at a High Angle of Attack 
An analysis technique applicable to the problem of leeward vortex-induced heat transfer 
on a sharp cone at high angles of incidence under hypersonic laminar flow conditions is 
presented. The analysis, a three-dimensional hypersonic viscous shock layer approach 
in conjunction with a numerical solution procedure, is shown to be both applicable and 
accurate based on comparisons of heat-transfer distributions, surface pressure distribu
tions, and leeward meridian flow-field profile measurements taken in a hypersonic wind 
tunnel. Detailed calculations of the embedded vortex flow field on the leeward side of the 
cone are presented in such a manner as to clearly portray exactly how embedded vortex 
flow influences local heating rates. 

Introduct ion 

Lee-surface heating on aerodynamic configurations at high angles 
of incidence under laminar hypersonic flow conditions has often been 
regarded as relatively insignificant since the leeward surface is gen
erally shielded from the mainstream flow. Recent experimental hy
personic research [1-8]1 has revealed, however, that leeward flow-field 
vortex phenomena are responsible for intense local heating near the 
leeward meridian of delta wings, cones, and Space Shuttle orbiter 
configurations at high incidence angles. Since such heating constitutes 
a potential design problem for hypersonic vehicles in sustained 
cruising flight, the need for improved prediction and understanding 
of leeward vortex-induced heat transfer is indicated. The present 
paper will examine this problem area from an analytical viewpoint 
using a three-dimensional viscous shock layer approach for hypersonic 
laminar flows over a sharp cone at high angles of attack. Comparison 
with hypersonic wind tunnel data will be presented to ascertain the 
basic validity and applicability of such an approach. 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division and presented at the National 

Heat Transfer Conference, St. Louis, Mo., August 9-11,1976 of THE AMER
ICAN SOCIETY OF MECHANICAL ENGINEERS. Revised manuscript re
ceived by the Heat Transfer Division, February 24, 1977. Paper No. 76-
HT-43. 

Analysis 
The analysis technique applied in the present work is the three-

dimensional hypersonic viscous shock layer (HVSL) approach as 
formulated by Lubard and Helliwell [9,10] for numerical solution of 
the complete inviscid-viscous flow field over a sharp cone at high 
angles of attack, including the separated (vortex) region on the lee
ward side. Both the inviscid and viscous regions of the flow field are 
modeled in one composite set of governing equations and calculated 
simultaneously so that complicated inviscid-viscous interactions 
which occur under hypersonic flow conditions (such as the well-known 
displacement-induced pressure effect) are automatically included 
in the analysis without tedious matching of separate inviscid and 
viscous solutions as would be required using higher-order bound
ary-layer theory. The approach involves the numerical finite-differ
ence solution of the "parabolized" Navier-Stokes equations for 
compressible laminar flow with the equations solved between the body 
surface and the bow shock wave under moderate to high Reynolds 
number conditions. Boundary conditions at the shock and its shape 
are calculated by using the Rankine-Hugoniot equations. The key 
point here is that the HVSL approach allows calculation of the com
plete three-dimensional flow field including both viscous and inviscid 
regions as well as the separated vortex flow which occurs on the lee
ward side for angles of attack greater than approximately the cone 
semivertex angle. 

Following Lubard and Helliwell [9,10], a body-oriented coordinate 
system is used (see Fig. 1) with x taken along a cone generator, y 

Journal of Heat Transfer MAY 1977, VOL 99 / 307 
Copyright © 1977 by ASME

Downloaded 22 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



Fig. 1 Geometry and nomenclature for sharp cone at angle of attack 

normal to the surface, and 0 the circumferential coordinate where 0 
= 0 represents the windward ray. The governing partial differential 
equations of laminar fluid dynamic motion are given by 
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with all the quantities appearing in equations (l)-(5) nondi-
mensionalized as follows: velocities with respect to the free-stream 
velocity, density with respect to the free-stream density, viscosity with 
respect to the free-stream viscosity, enthalpy with respect to the 
free-stream enthalpy, static pressure with respect to the product of 
the free-stream density and the square of the free-stream velocity, 
and all distances with respect to the reference length L (see Fig. 1). 
The foregoing equations are approximate in the sense that they are 
derived from the complete steady-state compressible Navier-Stokes 
equations by assuming that derivatives with respect to x which appear 
in the viscous terms are of lower order compared with the viscous 
derivatives with respect to both y and 0. In addition, r = x sin 6C + y 
cos 8C has been assumed to be of the same order as x which will tend 
to make equations (l)-(5) invalid for problems with very small cone 
semivertex angles or problems very close to the apex or tip of a sharp 
cone. Complete details concerning the derivation of these equations 
may be found in the report by Lubard and Helliwell [9]. 

In addition to the foregoing partial differential equations of motion, 
an equation of state relating the density to the pressure and enthalpy 
as well as equations relating the viscosity, thermal conductivity, and 
specific heat to the enthalpy are necessary to complete the system. 
In the present work a thermally and calorically perfect air model is 
used having a constant specific heat ratio y = 1.40 in conjunction with 
the Sutherland viscosity law and a constant Prandtl number of 
0.71. 

Since the set of governing partial differential equations given by 
equations (l)-(5) is parabolic in the streamwise (x) direction, a 
marching-type numerical solution technique is used. An implicit fi
nite-difference treatment is applied to the normal derivatives in 
conjunction with a Newton-Raphson method of iteration for solution 
of the nonlinear algebraic equations which result from differencing 
of the circumferential derivatives. The equations are solved between 
the body surface and the bow shock; boundary conditions at the shock 
and its resulting shape are calculated by using the Rankine-Hugoniot 
shock crossing relations and a one-sided differencing of the continuity 
equation. Complete details of the differencing technique are given 
in the reports by Lubard and Helliwell [9, 10]; the actual digital 
computer code as written for a CDC 7600 machine may be found in 
the report by Helliwell and Lubard [10]. 

As discussed in the foregoing, the system of governing shock layer 

- N o m e n c l a t u r e * , 

Cp = specific heat at constant pressure 
h = static enthalpy 
k = thermal conductivity 
L = reference length defined on Fig. 1 
M = Mach number 
M„ = free-stream Mach number 
Pr = free-stream Prandtl number 
p = static pressure 
q = heat transfer to the surface 
Re, Re„,L = free-stream Reynolds number 

based on L 
r = metric for the 0 coordinate, x sin 8C + y 

cos 8e 

St„ = free-stream Stanton number, ql 
p „ V „ ( f f „ - M 

T = static temperature 
T0 = total or stagnation temperature 
u = velocity in x -direction 
V» = free-stream velocity 
v = velocity in y -direction 
w = velocity in 0-direction 
x = coordinate along the rays of the cone 

surface 
y = coordinate normal to the cone surface 
a = angle of attack 
y = ratio of specific heats 
As = shock standoff distance 

?) = transformed normal coordinate, y/As 

0C = sharp cone semivertex angle 
A = bulk viscosity, —2 p/3 
p = viscosity 
p = density 
0 = circumferential coordinate 
a) = surface streamline angle defined on Fig. 

1 

Subscripts 

s = shock condition 
w = wall condition 
00 = free-stream condition 
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equations is parabolic in the streamwise flow direction so that a 
downstream marching solution technique can be utilized; initial 
conditions must be specified at some upstream location. For the case 
of a sharp cone at incidence, Lubard and Helliwell [9,10] calculate 
initial conditions including both the viscous and inviscid regions 
starting at zero angle of attack. The angle of attack is slowly increased 
while marching in x (0.5 deg per marching step) until the desired angle 
of attack is reached. The calculations are then continued at a constant 
angle of attack, and the solution is allowed to relax to the expected 
sharp cone results. Because of the method used to obtain the initial 
conditions, it is not possible to compare the results of the calculations 
directly with experimental results. 

Recent work by the author has resulted in the development of a 
technique whereby initial or starting conditions for the case of sharp 
cone at incidence flows can be generated using the same Lubard-
Helliwell code [10] as for the downstream marching solution. Briefly, 
reasonable initial profiles and circumferential shock shape are chosen 
for some location near the sharp cone apex but downstream of the 
merged-layer region near the cone tip. The initial shock shape can be 
taken from any available analysis for inviscid flow over sharp cones 
at incidence (restricted to an angle-of-attack range less than ap
proximately the cone half-angle) or some other analysis technique, 
say an inviscid tangent-cone approach coupled with some adjustments 
for angle-of-attack effects. It is to be emphasized that these initial 
conditions correspond to the angle of attack of interest in contrast to 
the approximate method of references [9, 10]. Given these initial 
profiles, the solution is marched downstream using a very small 
constant Ax step size for a distance of approximately 10 maximum 
initial viscous layer thicknesses, at which time the solution appears 
(in all cases run to date) to reflect the parabolic nature of the gov
erning equations and solution procedure, i.e., the effect of the initial 
conditions becomes less and less important as the solution marches 

10° Half-Angle Sharp Cone at 24° Angle of Attack 

M m - 7.95, Rem . • 416,667, T ,/T m • 0.40 
00 00, L W 0,00 

3-D Hypersonic Viscous Shock Layer 

Fig. 2 Circumferential distribution of overall shock layer properties at body 
location x/L = 0.86 

downstream. Typically this "adjustment" region is located within the 
interval 0.03 < x/L < 0.06. Complete details of this procedure are 
given in the Appendix of ASME Paper No. 76-HT-43 from which the 
present paper was taken. 

With the initial conditions determined per the method discussed 
previously, the solution continues downstream using the Lubard-
Helliwell code [10] in conjunction with the well-known Courant-
Friedrichs-Lewy criterion to determine the maximum allowable 
streamwise (x) step size for a given (input) circumferential ($) step 
size. Nonuniform grid node distributions are employed in both the 
body normal and circumferential directions (typically 50 points in 
the body normal grid and 26 points in the circumferential grid); a 
geometric progression scheme is used to cluster body normal points 
near the wall where viscous effects are dominant. The original cir
cumferential iteration logic as given by Helliwell and Lubard [10] has 
been modified slightly to more properly reflect the elliptic character 
of the governing shock layer equatioss in the circumferential direc
tion. 

Digital computer CPU time for a single complete calculation (ap
proximately 300 to 400 forward marching steps employing the normal 
and circumferential grid mesh discussed previously) is on the order 
of two to three hours on an IBM 370/165 machine using the FOR
TRAN H (Level 21.7) OPT = 2 compiler. Core size requirements are 
approximately 225K bytes in conjunction with program overlay. The 
sizeable execution (CPU) time is a direct reflection of the block 6 X 
6 tridiagonal matrix inversion and the Newton-Raphson iterative 
procedure required in the numerical solution technique. 

Discussion of Results 
The present paper will present numerical results from the HVSL 

approach for the case of a 10.0-deg semivertex angle sharp cone at a 
24.0-deg angle of attack under the following free-stream condi
tions: 

NL = 7.95 

Re„,L = 416,667 

7 V 7 V = 0-40 

L = 10.16 cm (4.0 in.) 

corresponding to the experimental investigation reported by Tracy 
[11] which will be used for comparison with the present analysis. The 
geometry and nomenclature of the sharp cone as used in the present 
paper are given in Fig. 1. 

Presented in Fig. 2 is a comparison of the circumferential distri
bution of overall shock layer properties at the streamwise body 
location x/L = 0.86. The HVSL results are in excellent agreement with 
experiment for both the shock wave location and the viscous layer 
edge location (defined in terms of the total enthalpy profile behavior 
as the distance from the body surface to the point where H/H„ differs 
from unity by ±0.005 when approached from the outer or inviscid part 
of the flow). Calculated separation location (in the crossflow sense) 
occurred at <j> ~ 150 deg with embedded vortex flow between the 
separation location and the leeward meridian at <l> = 180 deg. Here 
the word "embedded" means that the vortex is totally confined to the 
viscous layer region as opposed to a shed vortex which is convected 
freely downstream. Details of this embedded vortex flow will be given 
later. 

It is to be noted that Fig. 2 shows no weak embedded shocks in the 
inviscid portion of the flow field on the leeward side around <j> ~ 160 
to 170 deg. Tracy [11] experimentally observed such shocks, but the 
coarse circumferential grid spacing used in the present calculation 
(5.0-deg increments in 4> on the leeward side) was insufficient to nu
merically resolve these weak shocks. 

Comparisons of circumferential and streamwise heat-transfer 
distributions are given in Figs. 3 and 4, respectively. As can be seen 
from Fig. 3, the circumferential heat-transfer distribution from the 
HVSL analysis is in excellent agreement with experiment for the body 
location x/L = 1.0. Note that minimum heat transfer occurs at 4> ~ 
160 deg with a rapid increase in heating as the leeward meridian (<t> 
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10 Hall-Angle Sharp Cone at 24 Angle of Attack 
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3-D Hypersonic Viscous Shock Layer 

Experimental Data from Fig. S5 
of Tracy (Ref. 11) 
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Fig. 3 Circumferential heat transfer distribution at body location x/L 

1.0 

= 180 deg) is approached. This increase reflects the embedded vortex 
effect on heating and is more dramatically illustrated in Fig. 4. Note 
from Fig. 4 that the HVSL-calculated streamwise heat-transfer dis
tribution at ^ = 160 deg still follows the Vx/L- type decay of classical 
sharp cone heating. Along the leeward meridian for values of x/L 
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Fig. 4 Streamwise (indirection) heat transfer distribution 
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180-deg) Mach number profile at body location 

greater than approximately 0.25, the HVSL analysis predicts an in
crease in heat-transfer rate with the magnitude at the end of the body 
(x/L = 1.0) in reasonable agreement with experiment. The important 
point to observe from Fig. 4 is that the 4> = 180-deg leeward meridian 
heat transfer is approaching the </> = 90-deg heat transfer at the end 
of the body, i.e., leeward flow-field vortex phenomena are resulting 
in severe local heating along the leeward meridian of the cone. This 
is exactly the problem which the aerothermodynamicist must face in 
vehicle design. 

In order to understand the physical mechanism whereby embedded 
vortex phenomena adversely affect local heat transfer, one must ex
amine the fluid dynamic details of the leeward flow field. Such in
formation is readily available from the HVSL analysis since the 
complete flow field from the body to the shock between the windward 
(0 = 0-deg) and leeward {</> = 180-deg) meridians is determined via 
the numerical solution procedure. Presented in Fig. 5 is a comparison 
of the leeward meridian (<f> = 180-deg) Mach number profile at the 
body location x/L = 0.86. Agreement between the HVSL calculation 
and experiment (as deduced from pitot pressure measurements) is 
reasonable. Note that the calculated shock layer is approximately 
75-percent viscous and 25-percent inviscid which reflects the viscous 
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Fig. 6 Leeward ray ( 0 = 180-deg) flow field profiles at body location x/L 

= 0.86 

310 / VOL 99, MAY 1977 Transactions of the ASME 

Downloaded 22 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



10° Half-Angle Sharp Cone at 24° Angle of Attack 

M m •= 7.95, Re, : f f i i L = 416,667, y r O i 0 O = 0.40 

— - 3-D Hypersonic Viscous Shock Layer 

n -y'A 

0 0.2 0.4 0.6 0.8 1.0 1.2 

Fig. 7(a) Streamwise velocity 

layer "hump" previously presented in Fig. 2. As is obvious from the 
examination of the HVSL-calculated Mach number profile in Fig. 5, 
the presence of the leeward embedded vortex has radically altered 
the character of the Mach number profile from what one is normally 
accustomed based on three-dimensional boundary-layer theory. The 
inflection point in the HVSL-calculated profile at y « 2 cm appears 
to be substantiated in trend by the experimental data. The more in
teresting feature in the HVSL-calculated profile relative to the vor
tex-induced heating problem is the near-wall inflection point located 
at y » 0.1 cm. This clearly indicates that the embedded vortex has 
severely altered the leeward meridian flow field in the near-wall region 
which it must if the local heating is to be significantly influenced. 

1.0 r 
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Fig. 7(b) Normal velocity 

Fig. 7 Flow field profiles at body location x/L = 0.86 
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Fig. 9 Circumferential pressure distribution at body location x/L = 1.0 

The detailed manner in which the leeward (0 = 180-deg) meridian 
flow field at the body location x/L = 0.86 is altered by the embedded 
vortex is shown in Pig. 6. Note especially the near-wall inflection 
points in the stream wise velocity u, static temperature T, and stag
nation temperature To profiles. Just as with the Mach number profile 
in Pig. 5, the presence of the leeward embedded vortex has radically 
changed the character of the flow-field profiles from what one is 
normally accustomed based on three-dimensional boundary-layer 
theory. Further note the negative normal velocity u in the near-wall 
region in Fig. 6. It is this velocity which directly reflects the embedded 
vortex effect on the near-wall leeward meridian flow as illustrated 
schematically on the top part of the figure. 

Development of the leeward embedded vortex flow between <t> = 
150 deg and <j> = 180 deg at the body station x/L = 0.86 is illustrated 
in Fig. 7. The relationship between the normal velocity v and the 
circumferential velocity w is responsible for the formation of the 
embedded vortex which, in turn, is responsible for the increased 
near-wall gradient (and hence increased heat transfer) in both the 
static temperature T and stagnation temperature To profiles as the 
0 = 180-deg leeward meridian is approached. Similar comments apply 
with respect to the streamwise velocity u. The "embedded" aspect 
of the vortex flow becomes clear when it is noted that the vortex is 
contained within approximately the inner 25 percent of the shock 
layer nearest the wall where viscous effects are predominant; recall 
that the edge of the viscous layer can be determined from the total 
temperature profiles given in Fig. 7(e) as the distance from the body 
surface where To/T0,« differs from unity by ±0.005 when approached 
from the outer or inviscid part of the flow. 

Circumferential distributions of the surface streamline angle a at 
two streamwise body locations, namely x/L = 0.25 and x/L = 1.0, are 
given in Fig. 8. Note the large positive values of o> just prior to the flow 
separation location at 0 » 150 deg. Flow separation is herein defined 
to occur in the crossflow sense at the circumferential location where 

9 

the surface streamline angle is zero (denoted by "x " marks on Fig. 8). 
The interesting feature of Fig. 8 is the surface streamline behavior in 
the separated region between <j>» 150 deg and the leeward meridian 

(</> = 180 deg) for the streamwise body location x/L = 1.0. The HVSL 
calculation suggests that secondary embedded vortices, smaller in size 
than the primary embedded vortices, may be forming on either side 
of the primary embedded vortex pair. Experimental indication that 
such may indeed be the case is presented by Hefner [5], Hefner and 
Whitehead [6], and Zakkay, Economos, and Alzner [12]. 

It is important to examine the effect of leeward surface embedded 
vortex flow on surface pressure distributions, both streamwise and 
circumferential, since such could conceivably influence both heating 
distributions and vehicle aerodynamics. As shown by Fig. 9, the 
presence of the leeward embedded vortex flow has little obvious effect 
on the circumferential surface pressure distribution at the body sta
tion location x/L = 1.0. Similar comments apply with respect to the 
streamwise pressure distribution given in Fig. 10, although the well-
known effects of "viscous interaction" are reflected in the HVSL re
sults for the forward portion of the cone (values of x/L less than ap
proximately 0.25). The leeward surface pressure distributions of Figs. 
9 and 10 are in contrast to the heating behavior shown previously in 
Figs. 3 and 4; the increased leeward surface heat transfer is not caused 
by or related to an increase in leeward surface pressure, either 
streamwise or circumferential. The excellent agreement between the 
HVSL analysis and experiment shown in Figs. 9 and 10 clearly illus
trates the accuracy and applicability of this approach for aerodynamic 
applications where streamwise and circumferential distributions of 
surface pressure are of importance in determination of vehicle forces 
and moments. 

In reduction of experimentally determined flow-field pitot pressure 
probe data, it is commonly assumed that the static pressure is constant 
across the shock layer at a value equal to the measured surface pres
sure for a common body location. As shown by Fig. 11, this assumption 
is not valid on the leeward surface of a sharp cone at high angles of 
attack based on the present HVSL analysis. Note in Fig. 11 that the 
static pressure on the 0 = 180-deg leeward meridian increases by a 
factor of two (2) between the body surface (?) = 0) and the shock wave 
(ji = 1.0). Recalling the development of the leeward vortex between 
<t> = 150 deg and 4> = 180 deg at the body staion x/L = 0.86 given pre
viously in Fig. 7, the static pressure profiles of Fig. 11 complete the 
necessary flow-field information to totally portray embedded vortex 
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Fig. 10 Streamwise (x-direction) pressure distribution 

flow on the leeward side of sharp cones at high angles of incidence 
under hypersonic laminar flow conditions. It is interesting to observe 
in Fig. 11 that the static pressure is essentially constant across the 
inner 20 percerit of the shock layer nearest the wall for the 0 = 150-deg 
and <t> = 160-deg conditions. As can be seen from Fig. 7(e), this is well 
within the viscous region and further, from Fig. 8,0 « 150 deg is the 
location of flow separation (defined in the crossflow sense). Hence it 
may be expected that the zero normal pressure gradient assumption 
of three-dimensional boundary-layer theory remains valid even near 
flow separation (defined in the crossflow sense). However, keep in 
mind that the present HVSL analysis automatically includes com
plicated three-dimensional inviscid-viscous interactions which occur 
under hypersonic flow conditions in regions of flow separation. 

C o n c l u d i n g S u m m a r y 
The present paper has presented the results of an analysis tech

nique applicable to the problem of leeward vortex-induced heat 
transfer on a sharp cone at high angles of incidence under hypersonic 
laminar flow conditions. The analysis, a three-dimensional hypersonic 
viscous shock layer approach in conjunction with a numerical solution 
procedure, has been shown to be both applicable and accurate based 
on comparisons of heat-transfer distributions, surface pressure dis
tributions, and leeward meridian flow-field profile measurements 
taken in a hypersonic wind tunnel. Detailed calculations of the em
bedded vortex flow field on the leeward side of the cone have been 
presented in such a manner as to clearly portray embedded vortex flow 
influence on local heating rates as reflected through the flow-field 
profiles. 
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Fig. 11 Static pressure profiles at body location x/L = 0.86 
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Sequential Estimation of Thermal 
Parameters 
This paper presents a method for estimating the parameters appearing in heat transfer 
models. The method involves minimizing a function that is more general than that uti
lized in least squares. One of the unique features of the method is that it is sequential. 
Some of the advantages of this feature are that the basic equations are simple in that no 
matrix inverses are required, computer programs can be easily written to have an arbi
trary number of parameters, and the sequential procedure provides information for devel
opment for better mathematical models for describing complex phenomena. Some exam
ples are given. 

Introduction 

Historically, heat transfer has depended to a large degree upon 
experimental research. This will doubtlessly continue to be true in 
the future as well. In the efficient design and use of experiments, 
certain techniques related to statistics are not well known in the heat 
transfer community. The purpose of this paper is to develop a tech
nique for sequential estimation of certain parameters that occur in 
heat transfer. The technique has computational advantages as well 
as a statistical basis. In this paper, however, the emphasis is more upon 
the computational than statistical aspects. 

A common objective in heat transfer research is to "determine" 
parameters such as heat transfer coefficients, thermal properties, 
radiant properties, heat flux, etc. A general procedure for estimating 
these parameters is given herein. Theword "estimate" is used rather 
than "find" or "determine" because any values found through ex
perimental data for quantities (termed parameters) are of necessity 
approximations to the true ones. 

The method developed herein is a sequential procedure in that the 
effects upon the parameters of adding measurements corresponding 
to each new time are given in the calculational process. Advantages 
of this procedure include the potential development of appropriate 
mathematical models, reduced computer memory requirements, 
simpler computer programs, greater physical insight, and possibility 
of an on-line analysis. Some of these advantages are illustrated sub
sequently. 

1 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
May 27,1976. 

The method can also be termed sequential because prior informa
tion is used. There can be the reestimation of the parameters after the 
results of each in a series of experiments become available. The 
concept of sequentially using new observations at each time to ob
tained updated estimates is quite similar, but not identical, to that 
of using prior information from one or a series of prior experiments, 
each containing many measurements. The mathematical treatment 
is different particularly when the dependent variables are nonlinear 
in terms of the parameters. The emphasis in this paper is upon se
quential estimation when updated estimates are obtained as mea
surements are added one after the other. 

At least three components are required in estimating parameters. 
First, measurements are needed. Second, a mathematical model that 
describes the physical phenomena must be given; this model contains 
the parameters of interest. The model may be an algebraic equation, 
a partial differential equation, or some other form. The dependent 
variable may be linear or nonlinear in terms of the parameters. (Even 
though a differential equation may be linear, the dependent variable 
could be nonlinear in terms of the parameters, as is illustrated in the 
following.) The third component is a measure of agreement between 
the measurements and the corresponding values given by the model. 
A mathematical criterion for agreement is given that is more general 
than in most references and can have a rigorous statistical basis. ' 

An outline of the paper is the following. The concept of estimating 
parameters is introduced. A general estimation criterion is given that 
includes ordinary least squares, maximum likelihood, and maximum 
a posteriori estimation; the assumptions implicit in the criterion for 
each estimation procedure are given. Next a modified Gauss proce
dure appropriate for estimating nonlinear parameters is given for the 
general criterion. This procedure can be used for sequential-over-
experiments analyses. For sequential analyses in which the parameter 
values are to be estimated each "time" a new measurement is added, 
an algorithm is developed from the modified procedure mentioned. 
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This estimation algorithm is the main theoretical result of the paper. 
The use of this algorithm is then presented for two examples, one 
linear and the other nonlinear. These examples illustrate the method, 
its claimed superior to alternative techniques, and how to utilize the 
technique for model evaluation. 

Est imat ion Cr i t er ia 
The basic criterion used in this paper for parameter estimation is 

the minimization of the function 

S = (Ys - Vs)Wst(Yt - vt) + (MU - du)Uuu(^ - ft) (1) 

where the repeated indices mean summations; for example, there is 
a double summation over s and t for the first term in equation (1) and 
over u and u in the second term. The ranges of s and t are 1 to n, the 
number of measurements of the dependent variable. The ranges of 
u and v are 1 to p, the number of parameters which are designated 
ft,. The quantity Ys is the sth measurement of a dependent variable 
at the sth set of independent variables; ijs is the dependent variable 
value calculated from the model for the same independent variable 
conditions as Ys. An example of a dependent variable is temperature 
which is for the position xs and time t3, the independent variables; 
Ys would be the measured temperature and t;s the calculated tem
perature. 

The symbol Wst is a weighting coefficient; Wst is also equal to Wts. 
The square matrix formed from the Wst values must be positive 
definite. (This presentation is purposely given as much as possible 
in summation notation rather than in the usual matrix notation be
cause heat transfer researchers appear to be generally more familiar 
with the former notation. Moreover, the final algorithm is more ex
plicitly given in a summation notation.) A small measurement error 
in Ys usually would result in a large value of Wss. 

In some analyses the terms Wst, s, t = 1 , . . . , n are those of the in
verse of the covariance matrix of the Y vector, which can be designated 
as having elements \pst- Sometimes estimated values of \pst may be 
known as when the measurement errors can be considered as being 
uncorrelated; in this case <pst = Wst = 0 for all s, t except s = t. If the 
elements of 4>st are not known but the experiment can be repeated N 
times, then estimated values of \pst, designated i/st, can be found 
from 

* " = 7 T ~ T £ <Y« - Y^Y" ~ Y '> N - l i - i 

where Ys; is the measured value of the dependent variable at (*s, ts) 
for the ith experiment and Y3 is the average over i at (xs, ts). For 
further discussion, see references [1-7].x 

In many applications the second term in equation (1) is not in
cluded. It can be considered as containing prior information regarding 
the parameters. In one meaning of this term, nu signifies a prior es
timate (based on information independent of that in the Yt 's) of the 
parameter ft,. Further discussion is given later in connection with 
MAP estimation. 

Some of the better known estimation criteria that are included in 
equation (1) are ordinary least squares (OLS), maximum likelihood 
(ML) for gaussian measurement errors, and maximum a posteriori 
(MAP) estimation. A brief description of these criteria is given in the 
following. 

The most common estimation method is OLS, in which the sum of 
squares, 

SOLS = (Ys - i?s)(Ys - Vs) (2) 

recommended procedure if very little is known regarding the mea
surement errors. Although no statistical information need be used in 
obtaining OLS parameter estimates, information is needed regarding 
the measurement errors if statistical statements are to be made re
garding the accuracy of the estimates [3-6], 

In maximum likelihood estimation, Uuv = 0 for all u and v. One set 
of assumptions, which results in S being equal to (Ys — -qs)Wst{Yt — 
ijj), is that the errors in Ys be additive, have zero mean, and be 
gaussian with a known covariance matrix * , whose inverse has the 
components Wst- Furthermore, there are no errors in the independent 
variables and there is no prior information. 

MAP estimation uses prior information and is sometimes called 
Bayesian estimation. In order to derive the criterion given by equation 
(1), the same set of assumptions regarding Ys given above for ML 
estimation can be used. There are negligible errors in the independent 
variables. The second term in equation (1) describes prior information 
for the case of gaussian prior information regarding the parameters 
which have prior estimates denoted nu and have a covariance matrix 
whose inverse has components Uuo- In order to obtain estimates of 
greatest accuracy and to improve convergence of the estimation 
procedure, it is important to use all the available prior information 
[2, p. 351]. The prior information may come from various sources. It 
may come from the subjective information that the analyst has gained 
from his experience [6]. It could also come from prior experiments; 
in this case parameters can be reestimated after each experiment 
which might contain many dynamic measurements. This is one 
meaning of the term sequential estimation, as mentioned previous-

ly. 
Even if there is little prior information, it can be useful to include 

the second term of equation (1). The case of little prior information 
can be simulated by Ust = 0 for s ^ t and Uss being small compared 
to the square of an estimate of ft. The use of such a term can improve 
convergence if the initial parameter estimates happen to be chosen 
so that a certain matrix to be mentioned in connection with equation 
(7) is singular at the initial estimated values but is not singular at the 
converged values. The use of prior information in the design of ex
periments is discussed in [8]. 

S e q u e n t i a l P r o c e d u r e 
Before developing the main sequential procedure, the Gaussian 

method [1-6] is extended to cover the general sum of squares function 

. N o m e n c l a t u r e -

A = heated surface area of billet 
Aj^{a) = summation defined by equation 

(206) 
6y(fe)(«) = estimate of the y'th parameter at 

the feth iteration and the ath time 
c = specific heat 
e„'*' = residual defined by equation (20e) 
h = heat transfer coefficient 
//(*)(a) = summation defined by equation 

(20d) 
Ip = p X p identity matrix 
k = iterative superscript 
Kj<-k)(a) = gain coefficient defined by equa

tion (20c) 
Mu = large value given in equation (21b) 
Nu = Nusselt number 
Puj

(kKa) = term of a p X p square matrix 
defined by equation (20g) 

Re = Reynolds number 
S = function to be minimized, equation (1) 
t = time and subscript 
T = temperature 
Uuv = weighting coefficient for prior pa

rameter estimates /tu and nv 

V = volume of billet 
ws = Wss 

Wst = weighting coefficient for correlated 
errors in Ys and Yt 

x = distance from heated surface 
X„, (*' = sensitivity coefficient for ith pa

rameter and «th time evaluated using 
6/*>(n)for;' = 1, . . . , p 

Ys = sth measurement 
a — time index 
ft = true value of ;'th parameter 
A(/i)(«) =^term defined by equation (20a) 
r\ = dependent variable 
fiu = prior estimate of uth parameter 
p = density 
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given by (1) rather than the simpler OLS function (2). Assume that 
•q has continuous first derivatives in ft and bounded higher deriva
tives. A necessary condition at the minimum S is that the first de
rivative of S with respect to ft- be equal to zero for j = 1, 2, . . . , p ; 
hence 

S,j = -2hs,jWst(Yt - Vt) + £/uu(M„ - ft,)] = 0 (3) 

where differentiation is with respect to the variable ft-, which is in
dicated by the j after the subscripted comma. Equation (3) is true at 
the minimum of S even though the parameters are as yet unknown. 
No constraints are included on the parameters other than in the 
model , ij. 

Because the first derivative of T;S with respect to ft- has an important 
role in estimation, it is termed a sensitivity coefficient and is given 
the symbol Xsj, 

Xsj = dva/dfy = VsJ (4) 

Let (3) be used at the (k + l) th iteration, yielding parameter esti
mates bu <*+1', u = 1,. . . , p . (For cases when the dependent variable 
j ; is linear in terms of all the parameters, iteration is not needed.) Two 
approximations are now used in equation (3). First, evaluate Xsj at 
bu

 (A) instead of at bu
 (*+1). Second, for r\t

 ('e+1) use the truncated Taylor 
series 

m»+i) « ,((*> + xteW(be<
ft+1) - 6,<fe>) (5) 

Using these approximations in equation (3) yields 

Xsj^Wst[Yt ~ vt(h) - X„<*>(6,<*+« - M*>)] 

+ U,-„k - &„<*> - (6„<*+1) - &„<*>)] = 0 (6) 

which can be rearranged to 

[X.J<*>W.tXt0M + UjvUbJx+V - &„»>) 
= X<jV»WAYt - %<*>) + Ujufo - 6„<*)) (7) 

which is valid for j = 1,. . . , p and thus produces a set of p linear al
gebraic equations that can be solved for the improved parameter 
values 6„<A+1) for v = 1 t o p . Let the square matrix formed using the 
j , u = 1,2 p terms in the brackets in equation (7) have an inverse 
whose components are Puy(A). In order for the inverse to exist, it is 
necessary that the matrix be nonsingular (i.e., its determinant must 
not be zero). It is possible that the presence of nonzero Ujj terms can 
cause the matrix formed from the bracketed terms in equation (7) to 
be nonsingular while otherwise it would singular. The parameters are 
given by 

6y<*+i> = bjW + PujM[XsuMWst(Yt - „t<*>) 

+ Uuu(Hv ~ K^)] (8) 

which is the modified Gaussian iterative equation. The iterations on 
k continue until there are negligible changes in the bj values from 
iteration to iteration. 

The expression given by equation (8) can be used to perform se
quential-over-experiments analyses. Assume that the assumptions 
given for MAP estimation are valid. The components of U would come 
from any prior information. After the "present" experiment is ana
lyzed and converged values of bj are found, data from a subsequent 
experiment could be analyzed to include the information from the 
present experiment by replacing /y by the converged present bj values 
and the Usu components by the su component of the inverse of the 
present P matrix. 

If there is only one parameter (p = 1), (8) simplifies to 

fe(*+D = fe<*> + pM[XsWWat(Yt - %<*>) + U(n - &<*>)] (9a) 

PW = l/[XsV*WstXtW + U] (96) 

in which the subscripts for the parameters are dropped. 
The main emphasis in this paper is upon development of a se

quential method that provides new parameter estimates as each set 
of observations for a given "time" are added. In the following devel
opment it is necessary that Wst for s ^ t either be zero or that a 

transformation be employed to effectively reduce the problem to one 
in which the weighting matrix is diagonal. Some matrix manipulations 
to accomplish this are given in Appendix B. For the ML method, Wst 

= 0 for s ^ t corresponds to noncorrelated measurement errors in YB. 
For high speed sampling of dynamic phenomena, the measurements 
are many times correlated. In some cases the correlation can be 
modeled as being an autoregressive process; a transformed set of 
measurements involving differences of them can be given [6] that 
would in effect yield Wst = 0 for s ^ t. 

Define 

Cuj
(h)(i) = t XauWwaXajW + Uuj (10a) 

flu
(*)(i) = . £ XauMwa(Ya - W > ) + Uuu(jiu - *>„<*>) (106) 

o=l 

where the summation of a is explicitly given. Recursive relations 
obtained from these equations are 

cu/*>(«) = <V*>(« - 1 ) 
+ XaJVwaXajV<\ a = l,...,n (11a) 

DuW(a)=DuM(ct-D 

+ XauWw„(Ya~r,aW), a=l,...,n (116) 

for which no summation is implied by the a subscript and the starting 
values are 

<V*>(0) = Uuj, DuW(0) = Uuu(nu - b„M) (12) 

Now let Puj^(a) be the uj component of the inverse of the matrix 
formed using the Cu/fe)(«) values. Then a simple sequential procedure 
is 

6/*+1>(a) = bjl»Hn) + PuJ^(a)DjkHa), j=l,2,...,p (13) 

where equation (11) and (12) are used, where there is a summation 
on u, and where a starts at 1 and continues until n, at which value 
another iteration on k begins. The Xau^ and JJ„(*> terms in Puy

(,!>(«) 
and Djk)(a) are evaluated at fey^Hi), j=l,2,...,p. 

Rather than using the sequential relation given by equation (13), 
another one is derived that is simpler to program and that does not 
involve inverting a p X p matrix, as is required by the matrix P used 
in equation (13). (Many of the better least squares computer programs 
avoid inversion of matrices.) Let C<k)(«) be the matrix formed from 
the uj components given by equation (11a); then 

p(W(„) = [c<*>(a)]-i = [C<*>(a - 1) + X„'r(*)WaX„<*)]-1 (14) 

where a matrix form of equation (11a) is used. The matrix Xa
(/i) has 

components Xa u
( f c ) and W„ = wa. By using the matrix inversion 

lemma given by (A-3) in Appendix A, the p X p inverse in equation 
(14) is reduced to a scalar inverse. 

A few matrix steps are now necessary. Using equations (13) and 
(116) in matrix notation gives 

b<*+»(a) = b<*)(ra) + P<*>(a)D<*>(«) (15) 

= b<*»(n) + p(*>(a)[Xa
7,<*»waeaC'» + D<*>(a - 1)] (16) 

where ejk) is Ya — j / a
< A ) . Using both (A-3) and (A-4) in equation (16) 

produces 

b<*+»(a) = b(n) + P(a - l)Xa
TeJA(a) + P(a - l)D(a - 1) 

- P(a - l )X a
rX aP(a - l)D(a - 1)/A(a) (17) 

where the superscript k on the right-hand side had been dropped for 
convenience. Writing equation (15) for a — 1 gives 

b(k+i) ( a _ D = b(k) ( n ) + P(k)(„ _ i)D(k)(a _ D ( i 8) 

which can be used to change equation (17) to the form 

b(k+l)(„) = b(k+l)(„ - 1) + p(k)(„ _ 1 ) X a T(k) 

X [e„<k> - X„<k)(b<k+»(« - 1) - b<k>(n))]/A<k>(a) (19) 

which is the desired sequential equation. 
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For programming purposes it is convenient to write equation (19) 
the set of recursive equations in the following form: 

A <*>(«) = 

A;<*>(«) = 

K, <*>(«) = 

#<*>(«) = 

I'd x 0 

&,•<*+"(a) 

I B a - ' + ^ W P , 

X « <*>P,7 <*>(«-

A/*»(a)/A<*>; 

X„,-<*>[6.-<*+«(a 

- ,„«> 

= 6/*+1>(a - 1) 

„•<»(<* 

i); i 

;' = i. 

- D -

+ /t/*>(a)(e„<*> -if<*)(«)); 

P u / A ) ( « ) = = Pu/*>(« - 1) -

- i)xai<*> 

= 1 , . . . , P 

. . , p 

bt*Hn)] 

;' = !,... 
K„(*)(a)A/*)(a); 

-«,; = i , . . . 

. p 

, p 

Again, a repeated subscript (except that of the Greek a) designates 
summation. 

Note that three sets of parameters are included in equation (20): 
ft •(*+!>(«), which is the latest estimate of the ;'th parameter at the 
(£+l ) s t iteration and the time i = a; bj(k+1)(a — 1) is for the previous 
time; and fcy(*'(n) is found at the end of the kih iteration. In the (k 
+ l)st iteration, the quantities X„U

(A) and i;„(*' are evaluated using 
the parameters bjik)(n) for; = 1,..., p. 

When programming equation (20), subscripts denoting the iteration 
index k are not needed. Subscripts for the measurement number a 
are needed only for Y„ and its independent variables (which do not 
explicitly appear in equation (20)). 

A significant advantage of equation (20) is that no matrix inverses 
are needed. This is a rather remarkable result; if there are p param
eters, one does not have to directly solve a set of p algebraic equations. 
This advantage results in simpler computer programming and less 
computer time when sequential parameter estimates are of inter
est. 

Starting values of bj™{0) = 6;«»(n) for; = 1 , . . . ,p andPu/°>(0) 
for u, j = 1 , . . . , p are needed. The initial parameters 6/0)(ra) are the 
same as those that would be chosen using the Gaussian method 
equation (8); these are simply the best guesses of starting values. For 
linear estimation problems, the 6j'°'(rc) values could all be chosen to 
be zero (or any other values) and only one iteration would be re
quired. 

The starting values Puj
 (0)(0) must be selected in a different manner. 

There are two possible cases. First, if there is prior information re
garding the parameters, P u /° ' (0) represents the known covariance 
between 6u

(0,(rc) and 6/0)(ra); likewise Puu
(0)(0) is the known variance 

of bu
m(n). This is equivalent to making the matrix P(0)(0) equal to 

the inverse of U. The second case is when little is known regarding the 
accuracy of the initial estimates. This would also include ordinary 
least squares cases. In this case one can use 

Pujm{0) = Uuj = Q for u*j, 

PuJ°K0)=Mu foru = l , . . . , p (21) 

where Mu is a large number compared to the square of bu '
0)(re). This 

means that the variance of bu
m(n) is large; i.e., there is little prior 

information. 
Three different equations (8), (13), and (20), are given previously 

for estimating the parameters. The same parameter estimates are 
obtained using each of them and each can be considered to be a 
modification of the Gaussian method. In certain difficult cases the 
Gaussian method may not yield proper parameter estimates because 
the problem is poorly conditioned. If there is no unique set of pa
rameters which minimize S, no method can find a unique set. If, 
however, there is a unique minimum but it is indistinct, some modi
fications of the Gaussian method can be helpful. Many modifications 
have been proposed, some of which can utilize the generality of the 
S function given by equation (1). As mentioned in connection with 
equation (7), the use of {/with small diagonal components can be 

Table 1 Comparison of predicted Nu values for flow normal to long cylinder 
(Pr = 0.72) 

R e 

. 1 

1 

10 

io 2 

io 3 

i o 4 

io 5 

2 .5x IO5 

No. of P a r . 

L a r g e s t % 
Dif ference 

Nu 

Recommended 
va lues [g] 

. 4 5 

. 84 

1. 83 

5. 1 

15. 7 

5 6 . 5 

245 

520 

(a) 

.451 

. 840 

1. 86 

4. 93 

15. 5 

58. 0 

259 

493 

3 

5 . 6 

(b) 

. 89 

1. 99 

5. 26 

15 .4 

51 .6 

253 

529 

10 

8 . 7 

helpful even when there is no prior information. Also if there is no 
prior information the Levenberg and Marquardt methods [6] can be 
obtained from equation (1) by replacing /iu by feu

(*', /3U by bu
{k+1) and 

Uuu by Xfluu. There are various ways of choosing X and Qu„ [6]. 
Other methods of modifying the Gaussian method adjust the step 

size Agbu
<-k+l:> = b u

( A + 1 ) - t>„(A) given by the Gaussian method by 
using the scalar parameter h in bjk+1) = bjk) + hAgbu'-

k+1\ If h = 
1, the Gaussian method is obtained. In general, h can be iteration 
dependent. By reducing its size convergence can sometimes be im
proved. There are many ways of selecting h [1, 6] including halving 
and doubling, interpolation [1] and the Box-Kanemasu [6] meth
ods. 

E x a m p l e Invo lv ing Corre la t ion for F o r c e d C o n v e c t i o n 
Over Cy l inders 

Since the sequential procedure given by equation (20) may seem 
formidable, an example which can be made linear in the parameters 
is given. Consider the recommended values of Nu versus Re given by 
McAdams [9, p. 259]; these values, reproduced in the first two columns 
of Table 1, are for gas flow normal to single cylinders. The Nu range 
of values is from 0.45 to 520 with the relative errors probably nearly 
the same for all values. This suggests that the weights w„ be chosen 
equal to the reciprocal of the square of the measured values of Nu. 
Rather than doing this, a similar-in-effect but easier procedure is to 
let UJ„ = 1 and use the logarithm of Nu. Consider the following model, 
which is linear in the parameters Pi, ... , /3P, 

ria = Pi + M a + PstJ + • • • + Ppta"-1 (22) 

where ?j„ = log Nu„ and ta = log Re„. 
In order to give some details of the use of equation (20), the be

ginning calculations are presented for the model shown by equation 
(22) with p = 2. Assume that nothing is known regarding the pa
rameters (other than that information given by the data). Hence OLS 
is used. Let P(0) have large diagonal components, say 105, and let 
bim(n) = bi^HO) = 0 and 62

(0)(") = b2
(1>(0) = 0. Notice that 

Xu = dru/dfa = 1, X21 = drn/dp2 = h = log Rei = log (0.1) = - 1 

Yi = log Nm = log (0.45) = -0.34679. 

A sequence of calculations for k = 0 and a = 1 are given in the fol
lowing with the k superscript suppressed. 

A(l) = w r 1 + X „ 2 P u ( 0 ) + 2X„P 1 2 (0)X 1 2 + Xi2
2P22(0) 

= 1 + l 2 • IO5 + 2 • 1 • 0 • (-1) + ( -1) 2 • IO5 = 200,001 

A1(l) = X u P n ( 0 ) + X12P12(0) = 1 • IO5 + (-1) • 0 = 105 
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Fig. 1 Sequential estimates of parameters b1 and b2 for models for forced 
convection correlation example 
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Fig. 2 Sequential estimates of parameters b3, 64, and b5 for models for 
forced convection correlation example 

A2(l) = X„P21(0) + *12P22(0) = 1 • 0 + (-1) • 10B = -106 

Ki(l) = 4i(l)/A(l) = 106/200,001 = 0.4999975 

K2(l) = -0.4999975, e i = Yx - m = -0.34679 

H(l) = X11[b1^(0) - 6i<°'(«)] + X12[62<»(0) - 62<°>(rc)] = 0 

61(i)(l) = b1(i>(0)+K1(l)[e1-H(l)] 

= 0.4999975 (-0.34679) = -0.17339 

62
(1)(D = 62

(1)(0) + tf2(l)[ei - H(l)] = 0.17339 

Pn(l) = 50,000.25 = P22(l), ' P12(l) = P2l(l) = 49,999.75 

The calculation would proceed for a - 2, . . . , 8, after which, for 
nonlinear problems, another iteration would begin by setting k = 1 
and starting with a = 1 and so on. The iterations on k would continue 
until negligible change occurred in the parameters. 

Further values of b 1 and 62 as a function of Re or a are given in Fig. 
1 for linear, parabolic, cubic, and quartic models formed from equation 
(22). Fig. 2 depicts values for 63, b4, and 65. Conclusions drawn from 
these figures demonstrate some further advantages of sequential 
analysis. First, one can readily answer the question of the effect of the 
use of less data, which answer should help one to anticipate the effect 
on the parameters if more similar data should become available. By 
similar data is meant additional measurements at later times from 
the same experiment. (If one uses concepts of statistical design [6,8] 
to select additional measurements, then this conclusion may not be 
valid.) 

A second and very important advantage of the sequential method 
is for aiding in selecting the "best" model, sometimes called model-

building. Statistical procedures, including the P-test, could also be 
used [1-6], The method to be described does not require knowledge 
of the statistics of the measurement errors, however. First, observe-' 
that the parameters 61 and 62 for the linear model (?) = /3X + ft2t), 
shown as crosses in Fig. 1, reveal definite trends with a; for example, 
bi(a) continually increases with a. Hence, the linear model is not 
satisfactory. For the parabolic model (r; = ft + fitf + @st

2) the pa
rameter estimates bi, b% and 63 are relatively constant for a = 3 and 
greater; see Figs. 1 and 2. (In order to find p parameter values, at least 
p data points are required. Although the sequential method gives 
values of the parameters for a < p, the values are dependent.) For the 
cubic model, the parameter estimates shown by squares in Figs. 1 and 
2 are relatively stable with a for 61, 62, and 63, but 64 starts positive, 
goes negative, and then becomes positive again. The quartic model 
is even more variable in the parameters than is the cubic model. 

The only satisfactory model of those investigated is the parabolic 
one (p = 3), which can be written 

log Nu = ft + (32 log Re + fo log Re (log Re) or 

N u = A Re^+ftjlogRe 

where ft = log A. Using the estimates of the parameters for a = 7 and 
8 yields, respectively, 

Nu = 0.845 Re0-314 + 0.0358 log Re 

N u = 0.840 Re 0- 3 0 8 + °-0379 '°s Ke (o) 

A comparison of these two equations suggests that it is not appropriate 
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- Puu<°> • ] 

Fig. 3 Sequential values for Pm(a) for various values of P„u(0) for forced 
convection correlation example 

to give the constants to three significant figures since there are changes 
in the second one. 

It is instructive to compare the Nu values given by (o) with the 
commonly used equation [9, p. 260] 

Nu = B Re" 

which is also for gases. There are five regions of Re, so there are five 
B's and re's or a total of ten parameters. Comparison of the values 
given by equations (a) and (6) with the recommended values can be 
made using Table 1. The equation (a) values differ less than 5.6 per
cent and the (6) values by less than 8.7 percent. Doubtless equation 
(6) values could be made to agree closer to the recommended values. 
If, however, the objective is to best fit (in a relative sense) the 
McAdams values over the entire range by using a minimum number 
of parameters, equation (a) with a reduced number of significant 
figures is recommended in preference to equation (6). 

For no prior information, as in this example, the initial P matrix 
should have diagonal components Puu (0) such that Puu (0)» (bu (re))2. 
This is true in this example since Puu (0) is taken to be 10̂  for u = 1, 
. . . , p and (bu(n))2 is less than unity for all u values. Much smaller 
Puu (0) values could be used, however. Fig. 3 shows sequential values 
of Puu (a) for parameters 1 and 3 for initial Puu (0) values of 1,10, and 
equal to and greater than 100. There are negligible changes in Puu (a) 
for initial values greater than 100 in this example. This corresponds 
to P22(0) being about 1000 times greater than (b2(n))2. The final pa
rameter estimates (those using all the data) would be almost identical 
to those using the usual least squares method. However, in that case 
the sequential information would not have been gained and up to five 
simultaneous algebraic equations would also have to be solved. 

From other studies, such as shown by Fig. 3, it has been repeatedly 
found that a large range of values of Mn in equation (21) can be used. 
A value of Mu = 104(6„(re))2 is usually sufficiently large and values 
up to 108 are permissible if the computer uses at least twelve signifi
cant figures in the calculations. Larger values are not recommended 
because subtraction of nearly equal large numbers can occur in 
equation (20g). 

Cooling Billet Example 
A parameter estimation example that is nonlinear involves a cooled 

body having negligible internal thermal resistance. A solid copper 

Table 2 Data for cooling billet example 
Time, t Temperature, Y Residual 

(sec) K n, K 

0 
96 

192 
288 
3 84 
480 
576 
672 
768 
864 
960 

1056 
1152 
1248 
1344 
1440 
1536 

410. 70 
402. 52 
3 95. 11 
388. 32 
382. 14 
376. 06 
370.85 
366. 13 
361. 84 
3 57.84 
3 54. 06 
3 50. 60 
3*7. 06 
344. 20 
341. 59 
339. 14 
3 36. 86 

-.02 
.03 
.06 
. 14 

-. 21 
-. 16 
-.06 

.09 

. 16 

. 14 

. 13 
-. 22 
-. 14 
-. 03 
. 03 
. 07 

cylinder 0.046 m long and .0254 m in diameter was heated to 411 K 
and allowed to cool in open air. The describing differential equation 

PcV— = hA(Ta-T) 
dt 

(23) 

where p is density, c is specific heat, V is volume, h is heat transfer 
coefficient, A is surface area, T is temperature, t is time, and T„ is 
the ambient temperature. Measurements of T„ indicate that it was 
relatively constant at 300.6 K. 

The only parameter of interest in (23) is h, which is found to vary 
with time. For simplicity let hA/pcV be modeled by 

hA/pcV = fa + fat + fat2 (24) 

(o) which when introduced in equation (23) yields the model 

(T(t) - T„)/(T0 - T„) = exp [-fat - fat2/2 - /33t
3/3] (25) 

with To being the initial temperature. Notice that although equation 
(23) is a linear differential equation, the dependent variable T is not 
linear in terms of the parameters ft, ft, and ft. 

In order to estimate the parameters it is necessary to choose a 
function to minimize. This should depend upon what is known re
garding the measurements given in Table 2. These were obtained 
using the same thermocouple and amplification throughout the 
temperature range; thus, the accuracy of all the measurements can 
be considered equal. Lacking prior information regarding the pa
rameters and information relative to correlation in the measurements, 
it is reasonable to use ordinary least squares (OLS) estimation. This 
means that T in equation (25) is to be TJ. (If the relative errors in T 
were nearly constant, then it would be appropriate to take the natural 
logarithm of equation (25) and reduce the problem to a linear esti
mation problem.) 

The sensitivity coefficients are found from equation (25) to be 

Xuj = dTJdfa = -(To - T„)(tJ/j) 
X exp (-fatu - fatu

2/2 - fatu V3) (26) 

where j = 1 for ft, j = 2 for ft, and j = 3 for ft. 
In order to start the iterative procedure for finding ft (with ft = 

ft = 0), an initial value of ft is needed. This can readily be found in 
the example by using any measurement other than at t = 0. Initial 
estimates of ft and ft can be found from observing the sequential 
behavior of ft. 

Sequential results are given in Figs. 4 and 5 for the converged it
eration (on k) for the three models: 

Model l;hA/pcV= ft 

Model 2: hA/pcV = ft + ftt 

Model 3: hA/pcV = ft + fat + fat2 
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Fig. 4 Estimates of ft for models 1, 2, and 3 for the cooling billet data 

In each case large values of P;,:(o,(0) were chosen to start the sequential 
procedure. Conclusions that can be drawn from Figs. 4 and 5 are 
similar to those of the previous case. For example, Model 1 is not 
satisfactory due to the systematic decrease in &i(a). Model 2 is good 
because bi(ot) and 62(a), shown in Fig. 5, are quite constant for the 
last half of the a-values. There is some variability in Figs. 4 and 5 for 
Model 3, but there are large fluctuations in 63(a); for example, the 
63(a) values for a = 5, 8,13, and 16 are, respectively, 37.8, —8.7,1.6, 
and .07. Model 2 is clearly superior to the other two. 

Another way to investigate the adequacy of a proposed model is to 
inspect the residuals, Y; — Y;, where Y; is the rn value found using the 
converged parameter values. A more or less random set of residuals 
should be obtained, with some being positive and others negative. 
Such a set of residuals is given for Model 2 in the third column of 
Table 2. Because the residuals appear to be random and small, con
firmation of Model 2 is provided. The analysis of the residuals is im
portant both for model-building and specification of confidence re
gions. Quantitative analyses of residuals is possible such as that given 
by %t expression in the following equation (1). (This expression re
quires repeated measurements, however.) There are also tests for 
correlations in the residuals such as the run test [4, 5]; the use of au
tomatic digital data acquisition equipment can result in many closely 
spaced measurements which tend to be highly correlated. 

Many other models for hA/pcV could be proposed. These include 
temperature dependence and the use of shorter time segments 
[10]. 

From the time variation of 61 and 62 one can also extract some 
feeling of the precision of the estimated values of hA/pcV. One can 
do better than this by utilizing the converged components of P;y(n) 
which is related to the covariance matrix of the parameter estimates, 
provided certain statistical assumptions are valid. This important 
subject is left for later papers but some discussion is given in refer
ences [1,3-6]. 

Final Comments 
Due to space limitations a number of aspects of this subject had to 

be severely restricted or omitted. Some of these will be developed in 
subsequent papers. One of these in particular relates to estimation 
of parameters appearing in partial differential equations. Another 
includes examples using more statistical information regarding both 
measurement errors and prior information concerning the parameters. 
Statistical analysis of the accuracy of estimates as indicated by pa-

b2 -2 

(hr-2 ) 

t , * 

-

~ 

1 1 1 1 

A 

A 

+ + 

* + i * 

A Model 2 —/ 

A 
1 1 1 1 

1 

A 

A 

.+ • + + • 

' Model 

1 

1 1 T— 

+ + + A- * 

-

1 1 1 

3 

-4 

-5 

-6 
0 2 4 6 8 10 12 14 16 

Time step index, a 

Fig. 5 Estimates of (S2 for models 2 and 3 for the cooling billet data 

rameter confidence regions also had to be omitted but is an important 
subject. 
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APPENDIX A 

Matrix Inversion Lemma 
Using matrix notation and dropping the k index, equation (14) can 

be written as 

P(a) = [(P[a - l ] ) - l + XaTwaXa]-l (A-l) 

and can be shown [6,11] to be equal to 

P(a) = P(a - 1) - P(a - 1) X„ T 

X [W„-> + X„P(a - D x J l - i X j K a - 1) (A-2) 

which is valid for X„ being a n m X p matrix. For the case at hand, m 
= 1 and the inverse in the brackets of equation (A-2) is a scalar; for 
this case equation (A-2) becomes 
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P(a) = P(a - 1) - P(a - l)X«TXaP(a - 1)/A(a) (A-3a) 

A(a) = wa-i + XaP(a - l)Xa
T 

which is called the matrix inversion lemma. 
Another relation that can be derived for m = 1 is 

P(«)Xa
Tw„ = P(a - l)Xa

T/Aa 

APPENDIX B 

(A-36) 

(A-4) 

Trans format ion to M a k e W e i g h t i n g M a t r i x D i a g o n a l 
In maximum likelihood estimation for the statistical assumptions 

of additive, zero mean gaussian errors, the matrix W is the inverse of 
the matrix fy which is the variance-covariance matrix of the mea
surement errors. ^ is symmetric and positive definite. From [12, p. 
190], 4> can be given in terms of a unique lower real triangular matrix 
L with (a = 1 such that 

$ = L0L7 

where <f> is a real diagonal matrix. The inverse of \p (which exists since 
it is positive definite) is 

- i = (i - n T ^ - i , - i r 1 = (L-1) (B-2) 

Also from [12, p. 190], the inverse of a lower triangular matrix L is a 
lower triangular matrix. 

The matrix form of equation (8) is 

b(*+i) = „<fc) + p(k) [XT(A)W(Y - i,<*>) + U(^ - b<*>)] (B-3a) 

where 

p(A) = [xT^WXf*' + U]-1 (B-36) 

Consider now terms in equation (B-3) which involve W. For conve
nience omit the iteration index k. Since W = \//~1, (B-2) permits 
writing 

XrW(Y - r,) = XT(L-1)r</.-1L-1(Y - V) 

= ( L - i X J ^ - H L ^ Y - L"1!)) = XT0-HY - V) (B-4a) 

where 

X = L~% Y = L - V. • L - 1?; 

Similarly the XrWX term in equation (A-36) can be written 

KTWX = x^-ix (B-46) 

where in both equations (B-4a) and (B-46), <t>~1 has the former role 
of W but # _ 1 is always diagonal. 

Let the nonzero and off-diagonal components of L_1 be designated 
(ij so that 

(B-l) y = L-'Y-

"1 

l„ 1 

'-m'-n-z 

Y, 

Y„ 

^Yl + Y2 

2—i 'njYj 
L_r'=l 

(B-5) 

This equation means that modified measurements Yt can be found 
such that Yt is composed only of components of Y; given by Vi, Y-z, 
. . . , Y(. No future mesurements are needed. 

Hence by decomposing \p into triangular matrices as indicated by 
equation (B-l), it is possible to obtain sequential estimators that in 
effect allow Wst ^ 0 for s ^ t. That is, W is replaced by the diagonal 
matrix $ _ 1 , Y by Y, 7j by ij and X by X. The lower triangular matrix L 
can be obtained using a modification of the Choleski decomposition 
[13, p. 126]. (A modification is needed because Wendroff [13] gives 
an algorithm for 0 = i and L not having unity values down the main 
diagonal.) 
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Diffusion Transport in a Liquid 
Solution With a Moving, 
Semipermeable Boundary1 

A one-dimensional model has been developed for diffusion transport in a binary liquid so
lution with a moving semipermeable boundary. The governing equations are basically 
Fick's First and Second Laws in which the solute concentrations are replaced by the loga
rithms of the solute volume fractions. In the limit of negligible solute volume fraction, the 
analysis reduces to the classical one-dimensional diffusion equation. The complete form 
has been employed to describe the concentration polarization of solutes within human 
erythrocytes during freezing. The results show that the water transport process across 
the cell membrane is significantly affected by both the water permeation characteristics 
of the membrane and the diffusion of water within the intracellular medium. These re
sults are consistent with experimental observations of red cell survival during freezing. 

Introduction 

In the engineering and biological sciences, there exist a number of 
important applications involving the diffusion of one specie relative 
to another in a binary solution system bounded by a movable semi
permeable membrane. These situations, which include the osmotic 
behavior of biological cells, the zone-refining of metals, and the sep
aration of salt-water solutions by freezing, can all be described by a 
single model. The present work develops that model for the one-
dimensional case in the context of the osmotic behavior of biological 
cells and is the second in a series of five articles dealing with the os
motic behavior of human erythrocytes during freezing [1-4].•' 

1 This work was supported in part by the Biomaterials Science Program. 
Project Grant H05 P01HL-14322 funded by the National Heart and Lung In
stitute under the Harvard-MIT Program in Health Sciences and Technolo
gy-

2 Present position, Research Fellow, Biophysical Laboratory, Harvard 
Medical School, Boston, Mass. 

3 Numbers in brackets designate References at end of paper. 
Contributed by the Heat Transfer Division for publication in the JOURNAL 

OF HEAT TRANSFER. Manuscript received by the Heat Transfer Division 
May 17,1976. 

In considering the shrinking and swelling of biological cells during 
osmotic experiments, it has generally been assumed that the cell 
membrane is the main barrier to the entry or exit of water. Although 
this theory has its merits, we will show that the rate of water move
ment into and out of cells may be controlled not only by the movement 
of water through the cell membranes, but also by the movement of 
water within the intracellular and extracellular solutions. As water 
leaves (enters) the cell, solutes accumulate (are depleted) at the in
ternal surface of the cell membrane, thereby reducing (increasing) 
the local water molar fraction at that point compared with the average 
water molar fraction inside the cell. The outward (inward) flow of 
water also decreases (increases) the amount of solute present at the 
external surface, thereby increasing (decreasing) the local water molar 
fraction at points near the external surface of the cell membrane 
compared with the average water molar fraction of the extracellular 
solution. Consequently, as shown in Fig. 1, the actual driving force 
for water transport will be smaller than the value obtained when the 
average intracellular and extracellular water molar fractions are 
used. 

Ac»)nctual 
< 1 (1) 

Ac„)avS 

This type of physical phenomenon is termed "concentration po-
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larization" and has been considered by many investigators [5-8] 
studying the permeability of cell membranes to water under osmotic 
flow conditions. The general approach has been to model the solute 
concentration profile on either side of the cell membrane as an un
stirred layer of constant thickness 6 in series with the actual mem
brane. Under these circumstances, an apparent membrane water 
conductivity kapp can be defined such that [9, p. 105] 

£ £ n i n o 

where km is the " t rue" water conductivity of the cell membrane, 81 

and 5° are the unstirred layer thickness at, respectively, the intra
cellular solution-membrane and extracellular solution-membrane 
interfaces, and Dsul

l and Dsw° are, respectively, the solute-water 
mutual diffusion coefficients in the intracellular and extracellular 
solutions. Inspection of this equation shows that when 

then 

n ' n ° 

«app ~ ttn 

(3) 

(4) 

and the apparent water conductivity of the cell membrane will be close 
to its true value. On the other hand, when 

I 

»-
D„ 

• + -
Dsu, 

o° 

then 

As,,,1 | £>„,„" 

o1 5° 

(5) 

(6) 

That is, when the true cell water conductivity is large, the transport 
of water across the cell membrane will be rate-limited by its diffusion 
through the unstirred layers. On the basis of such an argument, many 
authors have concluded that the water conductivity of a cell mem
brane measured under osmotic flow conditions will in general be 
underestimated because of the presence of unstirred layers at the 
inner and outer surfaces of the cell membrane. 

There are two major difficulties associated with applying the 
"unstirred layer" hypothesis to the shrinking and swelling of biological 
cells. The first is that it is almost impossible to obtain reliable esti
mates of the thicknesses of the unstirred layers [9, pp. 104-114]. 
Consequently, in order to determine the amount of water retained 

CELL 
INTERIOR 

d i f fus ion y . 

17" ~ 

J w WATER FLUX 

d i f f us i on 

convection 

A CACT. A C AVG. CELL 
SHRINKING 

CELL 
MEMBRANE 

A C a 

diffusion 8 1 

CELL 
INTERIOR 

A C . 

WATER FLUX 

< I 

di f f us ion 

»°\ 

AVG CELL 
SWELLING 

convection 

Fig. 1 Effects of concentration polarization during an osmotic experiment 

within cells during an osmotic experiment, one must "guess" at a 
reasonable value for the thicknesses of the unstirred layers before 
applying the diffusion equations describing the nonsteady-state 
transport of water through the intracellular and extracellular media 
and the cell membrane [10]. Secondly, and even more significant, is 
that the concept of an unstirred layer of constant thickess is in itself 
only an approximation to the real physical situation, namely, the 
phenomenon of the concentration polarization of solutes at the in
ternal and external surfaces of the cell membrane. 

• N o m e n c l a t u r e . , 

Ac = cell surface area T •• 
a = activity TH 

B = cooling rate t = 
c = molar concentration t* 
D = diffusivity u -
dc = cell diameter V : 

F = Faraday constant (96,486.9 C/mol) Vc 

J = flux v = 
k = cell membrane permeability v = 
k = cell membrane conductivity w = 
&Tg = cell membrane conductivity at tem- x = 

perature 7^ y = 
L = characteristic length y* • 
(c = cell half-thickness z = 
m = molality y = 
N = number of molecules 6" = 
NA = Advogadro's number (6.023 X 1023 n = 

mol - 1) v = 
R = universal gas constant (8.314 J/mol k or £ = 

1.987 cal/mol K) a = 
r = position r = 
s = solute <4 = 

= temperature 
= reference temperature (293.15 K) 
time 

= nondimensional time 
: velocity 
= volume 
= cell volume 
characteristic velocity 

: apparent molar volume 
= water 
mole fraction 
position 

= nondimensional position 
valence 
activity coefficient 
unstirred layer thickness 
viscosity 
number of species per molecule 
rational friction coefficient 
frictional interaction parameter 
time constant 
volume fraction 

i/ = electrostatic potential 
ix - chemical potential 
M = electrochemical potential 

Subscript 

app = apparent 
i = ith process or species 
j = i t h process or species 
m = membrane 
m = solute mixture 
0 = initial or isotonic 
s = solute or solute-fixed frame of refer

ence 
v = volume-fixed frame of reference 
w = water 

Superscript 

1 = intracellular 
0 = extracellular 
s = solute-fixed frame of reference 
u — volume-fixed frame of reference 
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Fig. 2 One-dimensional representation of a cell 

In reality, the concentration polarization of solutes depends upon 
the rate of the water flux through the cell membrane relative to the 
rates of diffusion of solutes within the intracellular and extracellular 
solutions. If the actual driving force for water transport is smaller than 
the value obtained using the average intracellular and extracellular 
concentrations, then, 

Jw)act Ac. s)act 
< i 

r A • " ( 7 ) 

<Jw)avg A C s ) a V g 

since Jw = k Ac., where H = Rm which can be assumed to be dependent 
upon temperature alone. Hence, the flux of water leaving (entering) 
the cell will be smaller for the case of solute polarization and more 
(less) water should remain within the cell at any given time during 
the shrinking (swelling) process. However, the lower the flux, the lower 
will be the amount of polarization. We are then confronted with a very 
complicated feedback mechanism in which the flux influences the 
amount of polarization and vice versa. All of these phenomena occur 
in a system in which the properties of the solution and the size of the 
cell are constantly changing. We will therefore model the concentra
tion polarization phenomenon as a dynamic physical situation in 
which: 

1 The size of the cell changes as water enters or leaves the cell. 
2 The flux of water depends upon: 
a the water conductivity of the cell membrane, 
ft the difference between the extracellular and intracellular solute 

concentrations at, respectively, the external and internal surfaces of 
the membrane. 

3 The distribution of solutes within the intracellular and extra
cellular solutions depends upon: 

a the flux of water through the cell membrane, 
ft the diffusion constants of the solutes in the changing intracel

lular and extracellular solutions. 

D e s c r i p t i o n of P r o b l e m 
Although most solutions of biological interest are complex salt-

protein-water mixtures, let us consider the case of diffusion of a single 
un-ionized solvent, w (water), and a single solute, s.4 From a biological 
point of view, such a system may be too simplistic; however, it will be 
useful for the purposes of, first, developing certain useful physical 

4 Since the diffusion of ions of an electrolyte is restricted by the condition of 
electric neutrality, it is permissible to treat the partial volumes, concentrations, 
etc., as those of the electrolyte as a whole without considering the u, moles of 
ions per molecule as separate ionic quantities. 

concepts and, second, understanding the physics of the polarization 
process without being encumbered by complicated algebraic ex
pressions. For algebraic simplicity, we will also confine ourselves to 
the problem of diffusion in only one dimension and the case where 
no solute polarization takes place in the extracellular solution. 

For the case of a one-dimensional cell such as that shown in Fig. 2, 
the volume of the cell Vc, is related to its surface area Ac, and thick
ness, 2£c, by the relation 

Vc = (Ac/2)-2(c = Ac£c 

For a constant cell surface area (Ac = constant), 

dVc 

dt 
••Ac 

dtc 

dt 

where dVc/dt is the time rate of change of the cell volume. The cell 
volume is also related to the volume occupied by the membrane and 
the intracellular components w and s: 

V c = ^membrane + Nu>Vw + NSVS 

Where JV, and vi are, respectively, the number of moles and partial 
molar volumes of the ith component inside the cell (i = w, s). For 
constant partial molar volumes and a cell membrane impermeable 
to the solute s but permeable to the solvent w 

dVc _ dV„ 

dt 

dNw dVw 

dt dt 

p dNw _ 
+ — — OK 

dt 

, dNJ>_ 

dVc 
—— = Vu 
dt 

' ~ Vudw ' Ac 

(12) 

where J,„ is the flux of water out of the cell. Combining equations (9) 
and (11), we find 

die _ T —— = -uw • Jm dt 

That is, the thickness of the cell decreases as water leaves the cell and 
increases as water enters the cell. Since we are assuming that the cell 
membrane is impermeable to solutes, the total amount of solute within 
the cell is constant 

Ns tps{r, t)dVc = constant (13) 

where <j>s is the volume fraction of solute within the cell. Hence, for 
our one-dimensional case 

<t>s)0 • 'o= r 
Jo 

W> 
<t>Ay,t)dy (14) 

where Cco is the initial cell half-thickness. Consequently, to describe 
the polarization phenomena we must develop a set of transport 
equations which takes into account not only the change in cell size 
during an osmotic experiment, but also the constancy of the number 
of moles of solutes inside the cell. 

T r a n s p o r t E q u a t i o n s 
Mole Fractions, Molar Concentrations, Volume Fractions. In 

the present work we shall be concerned with aqueous solutions which 
are in motion with respect to an external, laboratory-fixed set of 
coordinate axes. The center of the cell will be considered to be fixed 
at the origin in the laboratory reference frame. 

A volume element d V of the solution may be located by the position 
vector r in the external coordinate system. The composition of this 
volume element d V at a time t may be given in terms of either the 
mole fractions xu the molar concentrations c;, or the volume fractions 
<j>i of each of the components. These quantities for d V at time t are 
related by the following expressions for a binary solution: 

Mole Fractions. 

and 

X((i "t" Xjj -L 

dx,„ + dxs = 0 

(15a) 

(15ft) 
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Molar Concentrations. 

"i 

and 

i + f«C» 

Volume Fractions. 

(j>i = CM l = W, S 

where 

and 

i + 0.9 = 1 

(16) 

(17) 

(18) 

(19a) 

(196) 

(20) 

(21) 

(22) 

Flows. The material currents in a solution may be described in 
terms of the local mean velocity u, for each component i. The velocity 
m does not refer to the velocity of a particular molecule of i. Rather, 
it refers to the average velocity with respect to the external coordinate 
system of the molecules of i in a microscopically large, macroscopically 
small region of the solution. Thus, the local mean velocity m is a field 
quantity and is a function of position and time, u; (r,t). The velocity 
u„ of the local center of volume may be defined by the relation 

d<pLU + d<t>s = 0 

or for constant partial molar volumes 

uwdcw + vs 

Furthermore, it can be shown that 

<t>u> 
xw 

Us 

and 

d In c,„ uscw 

d In xw i>sxm 

or 

or 

dc,. = 0 

Xw 

0u> -
• Vs 

Vw»s 

d In c,, vw vHcs 

d In xH xH 

Uu = £ fam (23) 

The velocity u„ will, in general, vary with position r and time t. A 
coordinate system fixed relative to the local center of volume in one 
part of a fluid system will usually move with respect to a coordinate 
system fixed relative to the local center of volume in another part of 
the fluid system. 

The molar current density or mole flux J; of component i relative 
to the external coordinate axes is 

Ji = CiUi (24) 

The flux Ji is the number of moles of component i crossing a plane 
of unit area in unit time when the plane is fixed relative to the external 
coordinate system and is oriented normal to the local mean velocity 

Hi-

The diffusion current density Ji" of component (' relative to the 
local center of volume is defined as 

J," = Ci(m — uu) (25) 

The molar current density J, is related to the diffusion current density 
Ji" through equations (18, 23-25): 

For the case of solute polarization within a cell during shrinking 
and swelling, however, we are more concerned with the flow in a frame 
of reference fixed with respect to the volume of solute within the cell. 
Now the diffusion current density Jw" of component w relative to 
component s is defined by the relation 

Jw • Cw(uw - Us) (29) 

where uw and us are, respectively, the local mean velocities of com
ponents w and s. The flux J.,s is zero: 

</<•' = 0 

The flux J,„s is related to Jw and Js by 

Jw* ~ Jw -J. 

(30) 

(31) 

and to Jw " and Js" by 

Jw1 Jw»- — J«u = —Jwu (32) 
C, 0, 

Fick's First Law. For quasistationary, isothermal, isobaric dif
fusion processes, the partial equations of motion of Bearman and 
Kirkwood [11] reduce to the simple form 

Yw = - £ vjCj£ij(ui - Uj) 
J 

where M, is the electrochemical potential of specie i 

Jli = K*(T, p) + RT In a; + z;F^ 

(33) 

(34) 

such that a,- is the activity of the ith species, z,- is the valence of species 
i, F is the Faraday constant and 0 is the electrostatic potential. The 
£;/s are friction coefficients defined such that 

fo (35) 

Hence, the gradients of the electrochemical potentials are linearly 
related through the friction coefficients to the relative velocities of 
the components.5 

For a binary system consisting of a single un-ionized solvent (z„. 
= 0) and a single un-ionized solute (zs = 0) 

RTV In aw = -*„<:»&„(«„, - us) 

RTV In as = -cw$sw(ua - uw) 

and 

For diffusion in only one dimension 

. d In a,„ _ RT /d In a,, 
V_!xw = RT-

/ dy dy c,„ \d lnc„ , / 

Equations (29), (36a), and (38) can be combined to yield 

Jw 
1 RT /d In q,„\ dc„. 

"»c« iw« \d lnc,,,/ dy 

From the Gibbs-Duhem relation it can be shown that 

d In a,,.. d In a,s 

d In xw d In xs 

(36a) 

(366) 

(37) 

(38) 

(39) 

(40) 

or using equation (22). 

Ji" = ii ~ CiE ViJi (26) 

The fluxes J_i" are not all independent. Multiplication of equation (26) 
by JJ, and summation over i yield 

ZviJi" = 0 
i 

or for the case of a binary solution 

VwJw" + VSJS" = 0 

(27) 

(28) 

5 It should be noted that equation (33) is just a nonstandard formulation of 
Onsager's nonequilibrium thermodynamic relationships [12, 13]. For conve
nience and physical clarity we have chosen to express the driving forces as linear 
functions of the fluxes/flows (V/x,- = SjRifJj) instead of the more conventional 
method of Onsager [12,13] who expresses the fluxes as linear functions of the 
forces (Ji = 2, LijVfij). As-pointed out by Kathchalsky and Curran [14, Chapter 
8], both of these methods are equivalent and it is always possible to pass from 
one system of coefficients to the other by the rules of matrix algebra. 
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1 id In au,\ vs id In o s \ 

uw \ d In c,„/ us \d\ncsl 

i (40) in to ei 

id In as\ _ 

(41) 

1 » — — 

Substitution of equations (37) and (40) into equation (39) yields 

1 RT / d l n a s \ _ dc^ 

Uscs £sw Vdlnc.,/ ~ 6y 

The friction coefficients can be written 

NA<HJV 

(42) 

*tf : (43) 

where NA is Advogadro's number, J? is the viscosity of the solution and 
(7,7 is a parameter characterizing the frictional interaction between 
species i and j . Hence, the foregoing expression for Jm" can be re
written as 

Since Jw 

1 HT ldlnas\_ 
Jw" = — c ( — I u, 

</>„ NA CT.SIU v \ a I n c., / 

: Jm"l<t>s t h e n 

oV,u 

<9y 

J u • -D»-
dy 

(44) 

(45) 

where D" is the mutual diffusion coefficient for a two-component 
system satisfying the condition of zero volume change on mixing and 
is defined as 

(d In as d In a, „ Id in a.\ / a In a,\ 
DBmD-*(jZt)v'mD-(j£z) 

where 

D„ 
RT 

(46) 

(47) 
NACTSWV 

Dv as def ined in equa t ion (46) is commonly known as t h e vo lume 

diffusivity characterizing diffusion in a frame of reference where t h e 

to ta l vo lume of t h e solut ion r ema ins c o n s t a n t [15]. For a b ina ry so

lu t ion, t h e var ia t ion of £).,,„ wi th compos i t ion can be expressed as 

[16] 

n - HHL. \Y n 0 + y n 01 

V 
(48) 

where Dsw° is the mutual diffusion coefficient for the solute s at in
finite dilution in w and Dww° is the self-diffusion coefficient of w in 
pure w. Consequently, equation (46) for the volume diffusivity can 
be written as 

DL: dint 

d In xH 77 
. rr n 0 + r n 01 (49) 

This is Hartley and Crank's expression as modified by Robinson and 
Stokes [17, p. 325] for the mutual diffusion coefficient of a two-com
ponent solution at any concentration. It should be noted that in 
general the diffusion coefficients D.,,„° and Du;,„° will be dependent 
on temperature and that the relative viscosity of the solution ??/)?„, will 
be dependent on both the temperature and composition of the solu
tion [2]. 

Fick's Second Law. For our situation of diffusion in a cell fixed 
with respect to the volume of solute rather than the total volume of 
the solution, the conventional diffusion equation is not valid. How
ever, an equation of that form can be arranged by an appropriate 
coordinate transformation. Let us define a modified scale of length, 
y", such that equal increments of y s contain equal increments of unit 
basic volume of solute per unit area: 

dys = 4>„dy (50) 

In this solute-fixed reference frame, the water and solute concentra
tions must be expressed, respectively, as the amount of w and s per 
unit basic volume of solute 

s — = — = constant (51) 

For an isothermal system in which no chemical reactions are occur
ring, the continuity equation takes the form 

dc -s 

-J- + Vvs • (cjsuf) = 0 
dt 

J = W,S (52) 

where Uj" is the average velocity of species j(j = w, s) in the solute-
fixed frame of reference." Since in the solute-fixed reference frame 
the fluxes Jf can be defined according to equation (24), then from 
equation (30), it follows that 

<// = 0 — u„" ••0 (57) 

That is, for a cell fixed with respect to the volume occupied by the 
solute and changing in size only because of the entrance or exit of 
solvent, there is no net solute flow across any plane fixed relative to 
its initial position between the center of the cell and the cell mem
brane. 

The continuity equation (52) therefore takes the form of 

•dc,, / 

dt 
+ VyS • J,„" = 0 

and 

3c, " 

dt 
0 

(58a) 

(586) 

It should be noted that equations (30), (57), and (586) are consistent 
in that c„" = constant. Equation (51) can be written alternatively 
as 

; c,„/(l - uu,c,„) (59) 

Therefore, for constant y,„ and u„ 

d c „ / _ 1 

dc,„ </>„•2 

E q u a t i o n (58a) toge the r wi th equa t ions (20), (55), a n d (60) be 

(60) 

_1_ 

0., 
•_(h)^ = ±\£i(»L)*£i] (61) 
.,. \tJ„./ dt dy I <t>s \vu-/ <9y J 

which can be simplified to 

d In 4>a 

dt 

d_ 

dy ( " • ^ ) 
(62) 

This is the basic governing equation for nonsteady-state diffusion in 
a system where the total volume of the solute remains constant. An 
interesting result is obtained for the situation in which the solvent 
passes through membranes impermeable to the solute. In the steady 
state 

-£><' 
<9 1n< 

dy 
constant 

so that if DL' could be considered to be constant, the gradient of the 
logarithim of the solute concentration would be linear and hence the 
concentration itself would vary exponentially with distance [15]. 

6 Note: (1) Velocity transformation 

Jw
s = Cws I ws= ow (uw - us) 

Hence, 

liwS = 0S (>iw ~ ««) 

(2) Diffusion coefficient transformation 

Hence, 

dys dy 

D' = 0S
2£>" 

(53) 

(54) 

(55) 

(56) 
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For the case in which the initial isotonic concentration of solutes 
within the cell suspension is uniform, equation (62) is solved subject 
to the following boundary conditions: 

1 For t < 0, 

4>s(y, t < 0) = 4>s)o = constant (63) 

2 Since our one-dimensional cell is symmetric about the center 
line y = 0 (see Fig. 2), for t > 0 

3 In 0SI 

dy \y=o 

3 At the internal surface of the cell membrane, y = lc (t), the net 
flux of water within the solution, Jw

s \ ec, must be equal to the flux of 
water through the cell membrane, Jw. Hence, for t > 0 

'0 (64) 

-D" 
din 4 

dy 
+ VmJu, 0 

ly=ee(t) 

(65a) 

(656) 

For the case of a cell membrane which is permeable to water only, the 
flux Jw, representing the net flow of water out of the cell per unit area 
of membrane per second, is given by an expression of the form 

' k(fiu °) (66) 

where fiw
l and nw° are, respectively, the chemical potential of the 

water at the internal and external surfaces of the cell membrane and 
k is the water permeability of the cell membrane. Both /i,,,1 and M„ " 
are functions of the composition of intracellular and extracellular 
solutions immediately adjacent to the cell membrane [1], whereas k 
can be considered to be a function of temperature alone [18]. 

Thus the complex problem of diffusion transport in a liquid solution 
with a moving, semipermeable boundary has been reduced here to a 
single partial differential equation, equation (62), together with the 
boundary conditions, equations (63)-(65). Equation (62), describing 
the transport of solutes within the intracellular solution, must be 
solved in conjunction with equation (11), describing the cellular vol
ume regulation, and equation (66), describing the water volume flux 
across the cell membrane. 

Limiting Cases. Let us now consider the relative importance of 
the terms in the nonsteady-state diffusion equation (equation (62)). 
If we define, first, a characteristic velocity v for the transport of water 
in our system according to equation (12) such that 

d^ 

' dt ' 
VWJ, wJw\ec 

(67) 

and, secondly, a characteristic length L such that 

L = ec (68) 

then a characteristic time, T, can be defined such that 

V \vw-Jw\ 

These characteristic dimensions can then be used to nondimension-
alize the coordinates t and y: 

t , y 
t* = - and y* = — 

T L 
In terms of these nondimensional coordinates, equation (62) be
comes 

vL d In 0S d_ /d In 0S\ 

Du dt* dy* \ dy* I 
(69) 

dy* \ dy* 

with boundary conditions 

/d_hu 

dy* }' y* 

/d In 0S \ vL 
(2 )a ty* = l, ( - — f ) = - — (71) 

\ dy* / y = i D" 

( l ) a t y * = 0, ( ^ ^ ) = 0 (70) 

3 In 0s\ 

where the ratio vL/D" is the Peclet number (Pec) and represents the 
ratio of the inertial forces to the diffusive forces. The Peclet number 
is then the scaling factor for the concentration polarization phe
nomenon and as such imposes two limits on equation (62). 

Case 1. As Pec -» 0, the diffusive forces dominate the inertial forces 
and the right-hand side of equation (69) vanishes. That is, no con
centration profiles can develop in the solution. The diffusion equation 
(equation (69)) becomes 

d2 In 0s 

dy2 <0 

5 In 0s 

dy 
• constant 

In order to satisfy both boundary conditions in this limit, it must be 
the case that 

d In 0s 

~dy~*~ 
0 for 0 < y* < 1 

Thus, the volume fraction is a function of time only. 
Since Ns = constant, 

J••fell) 
0s(y, t)dy = <t>s(t)(c{t) 

o 

4>s(t)=^y~ for 0<y<(c(t) (72) 

where 

Uch •ut 

This corresponds to the lumped parameter case if Pec -*• 0 because 
D" is essentially infinite but u is finite and nonzero. However, if Pec 
—• 0 because v is vanishingly small but D" is finite and nonzero, 
then 

and 

(£c)t 

(<t>s)t = 0 

for all t that is, nothing happens. 
Note that the magnitude of D" depends upon the physical prop

erties of intracellular solution species, but the magnitude of u depends 
upon the water permeability of the cell membrane, k, and the driving 
force for water transport across the cell membrane, A/iw or Ac,. 

Case 2. As Pec -» =>, the inertial forces dominate the diffusive 
forces and the left-hand side of equation (69) vanishes. Then 

51n0 s 

dt 
•0 

/<91n0s\ 

\ dy* /y*=i 
Pec-

0 s = / ( y * ) 

That is, the concentration may vary with position but not with time. 
The boundary condition at the membrane intracellular solution in
terface, equation (71), becomes 

/d In 0S 

dy* 

Thus, a concentration profile develops instantaneously with infinite 
slope at the membrane and zero slope at the cell center line. In this 
limit, this profile remains unchanged for all time since the solutes are 
unable to diffuse with any finite velocity. 

In actual fact, this limit of infinite Peclet number can never be 
reached or even approached since it would require the volume fraction 
of the solutes at the membrane to increase without bound. Before this 
could happen, the driving force for water transport (see Fig. 1) would 
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vanish, i.e., Acs)act -* 0, and the water flux would be turned off, Jw ~* 
0. When this happens, there would then be sufficient time for the 
solutes to diffuse down the concentration gradient. The driving force 
then would become nonzero and the transport of water would resume. 
Rather than this switching off and on of the water flux, what actually 
happens is that before the Peclet number becomes too large a con
centration profile develops such that the solutes diffuse back into the 
cell interior at a rate which is just balanced by the rate at which they 
are deposited at the cell membrane by the water leaving the cell. This 
quasi-steady state is reached at a Peclet number of approximately 
unity when there is a balance of diffusive and inertial forces. Indeed, 
it is in this quasi-steady state limit that it is proper to speak of an 
unstirred layer of thickness 5 being present at the surface of a cell 
membrane [9, Chapter 4]. 

It should also be noted that if the liquid solution of interest can be 
considered dilute from a volume point of view (<t>s/<t>w « 1)> then 
equation (62) for nonsteady-state diffusion in a system in which the 
total volume of the solute remains constant reduces to the ordinary 
nonsteady-state diffusion equation. The right-hand side of equation 
(62) can be expanded such that 

dy dy\ dy) <t>s
2\dy) 

If 4>s « <t>u>, then according to equation (19a), <jiw ~ constant = 1. 
Consequently, d(j>w/dy ~ 0 and the foregoing expression takes the 
form 

^ A / r ^ ) (73) 
dt dy\ dy/ 

which is the classical one-dimensional diffusion equation. The 
boundary conditions in this limit are: 

1 For t < 0 

cs = cs)o (74) 

2 For t > 0 
(a) A ty = 0 

N =0 (75) 
dy\o 

(b) kty = ec 

dc I 
-D"-r-\ +(vwJw)cs\tc = 0 (76) 

This is the set of equations used by Dick [19] in determining ap
proximately the relative importance of the diffusion of water within 
the intracellular solution to its permeation across the cell membrane 
for biological cells placed in a hypotonic or hypertonic solution at a 
constant temperature. 

Application of the Analysis 
This study is applicable to a wide variety of physical situations, but 

for the purposes of illustration we have applied the analysis to de
termine the behavior of human red blood cells during cooling at 
constant rates of change of temperature (B = dT/dt = constant). This 
situation is one of considerable clinical importance in the reversible 
freezing of blood for long-term storage. 

Clinical experience has shown that for human red blood cells sus
pended in an isotonic saline solution (0.154 mol NaCl/L H2O), ice 
tends to form extracellularly once the freezing point of the solution 
is reached. As water is removed from solution in the form of ice, the 
transmembrane chemical equilibrium is upset and the cell responds 
by expressing water across the membrane. As the water leaves the cell, 
the cell volume decreases and the cell membrane is displaced inwardly. 
Our experience [1,16] has shown that under these conditions human 
red blood cells can be modeled as flat disks with half-thickness of £c 

= 0.741ft and diameter of dc = 9.30/t. Since 4£c/dc <*> 0.32 < 1, the cell 
membrane can be considered flat and infinite in the plane perpen
dicular to the direction of water transport and the one-dimensional 
analysis can be applied. 

In applying the analysis we have assumed that: 
1 The temperature of the cell suspension is spatially uniform but 

time varying. 
2 The composition of the liquid phase of the extracellular medium 

is uniform with no polarization of solutes taking place at either the 
external surface of the cell membrane or at the liquid-solid inter
faces. 

3 The red blood cells are suspended in an initially isotonic sodium 
chloride aqueous solution. 

4 Solid phase of pure ice forms only in the extracellular medi
um. 

5 Chemical equilibrium prevails at all times in the extracellular 
medium. 

6 The intracellular solution is an ideal, hydrated, nondilute, 
pseudobinary salt-protein-water solution initially of uniform com
position. 

7 The cell volume is variable although the cell membrane surface 
area is constant. 

8 The cell membrane is permeable to water only. 
For a more detailed explanation of these assumptions please refer 

to the other articles of this series [1-4].7 

Our results for this application (see Figs. 3 and 4 and reference [2]) 
show that the water transport is significantly affected by the per
meation of water through the cell membrane and by the diffusion of 
water within the intracellular medium. For cooling rates less than 
100°C/min, little, if any, concentration polarization of solutes takes 
place within RBCs because at these cooling rates all of the solutes can 
diffuse within the intracellular solution faster than they are being 
convectively deposited at the intracellular solution-membrane in
terface by the water leaving the cell. However, a significant degree of 
solute polarization occurs within RBCs being cooled at rates in excess 
of 500°C/min (see Fig. 3) even though the amount of water retained 
by erythrocytes during cooling is not significantly affected by the 
concentration polarization phenomenon for cooling rates less than 
5000°C/min (see Fig. 4). This cooling rate range of -5000°C/min < 
B < —500°C/min not only encompasses the peak in the experimen
tally measured RBC survival signature curve at B = -3000°C/min 
[20] but also encompasses the experimentally measured transition 
cooling rate of 850°C/min [21] for the formation of intracellular ice. 
In light of the many approximations made regarding the variation 
with temperature and composition of the numerous biophysical pa
rameters (cell membrane water conductivity, solute diffusivities, 
hydration numbers, etc.) used in our analysis, this range of cooling 
rates may be fortuitous. We believe, however, that such is not the case, 
and that our model for the concentration polarization of solutes within 
cells during freezing and thawing provides possible physical expla
nations not only for cell damage at fast cooling rates due to the for
mation of intracellular ice, but also for cell damage at slow cooling 
rates due to concentrated solution effects [4], We therefore hope that 
the laser interferometer technique of Lerche [8] or some sort of 
micro-electrode technique will soon be used to measure the time/ 
temperature dependent spatial distribution of solutes within cells 
during freezing. 
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Void Fraction Measurement 
With a Rotating Electric Field 
Conductance Gauge 

M. Merilo,1 R. L. Dechene,2 and W. M. Cichowlas3 

Introduction 
Void fraction is one of the fundamental quantities necessary to 

describe the flow characteristics of a two-phase mixture; yet it remains 
one of the most elusive to measure. The success of the numerous 
techniques which are available for its measurement usually depends 
upon the particular application [1, 2].4 All of the methods can be 
categorized as either local or spatially averaged measurements. 

Local methods include hot wire or hot film anemometry, optical 
probes, microthermocouples, isokinetic sampling, and electrical 
probes. Methods which average on a line or area utilize the absorption 
of light, 7-rays, X-rays or neutrons, and volume average techniques 
include quick-closing valves and impedance gauges. 

While a knowledge of the detailed void distribution in a flow system 
is useful, the effort, cost and sheer volume of such local information 
can sometimes be prohibitive. This is particularly true of transient 
measurements and of measurements for industrial applications. In 
these circumstances, average values across a cross section are generally 
sufficient. 

Electrical impedance techniques have proven attractive for many 
applications because of their generally fast response and relative 
simplicity of operation. Measurements obtained from these devices 
rely upon the dependence of the capacitance and resistance of the 
two-phase mixture on void fraction. Nonelectrolytic liquids, such as 
the Freons, are amenable to measurement of capacitance, whereas 
electrolytic liquids, such as water, require measurement of the resis
tance, or its inverse, the conductance. 

The present work concerns the application of a newly designed 
conductance gauge6 which has been developed to measure the void 
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fraction in a pipe of circular cross section. Previous attempts to utilize 
conductance measurements for this purpose have generally been 
plagued by two problems. If the electrodes are mounted flush on the 
tube wall [3] to minimize the flow disturbance, the electric field is not 
uniform and the conductance becomes dependent on the void dis
tribution. On the other hand, if the electrodes are designed to dis
tribute the field [3-5] either by using parallel plates, concentric cy
lindrical plates, or wire grids, a considerable disturbance can be in
troduced to the flow. These disturbances produce accelerations in the 
flow field which, by changing the relative vapor and liquid velocities, 
affect the void fraction. 

In the present design the electrodes form part of the tube wall to 
eliminate the disturbance to the flow. Further, the electric field, which 
is perpendicular to the flow, is rotated electronically to distribute it 
throughout the sensor volume. 

Design and Principle of Operation 
A simplified schematic diagram of the void fraction monitor is 

shown in Fig. 1. The sensor consists of six, 22.9-cm long, stainless steel 
electrodes separated by ceramic insulators. These electrodes and 
insulators form the inside perimeter of the sensor flow area. The re
sulting twelve-sided polygon gives a close approximation to a circle, 
allowing the flow coming from a tube of a diameter equal to the 
spacing between opposite electrodes (3.81 cm) to enter the sensor with 
minimal disturbance. In fact, by curving the electrodes and insulators 
this disturbance can be eliminated. 

The six electrodes form three sets of opposing parallel plates uni
formly spaced around the circumference. The three electrode pairs 
are excited, at a frequency of 5 kHz, by a 10 V three-phase signal such 
that the signal for each pair is 120 deg out of phase with the others. 
A rotating electric field is thus generated within the sensor volume 
as shown in Fig. 2. 

Three identical conductance measurement circuits are also con
nected to the electrode pairs, and the absolute values of the signals 
from these circuits are summed. The resulting signal is proportional 
to the conductance, or average mixture conductivity, between the 
sensor electrodes. 

A reference sensor, which produces a signal proportional to the 
conductivity of the single phase liquid, can be used to compensate for 
changes in the conductivity of the liquid due to variations in its 
temperature and concentration of impurities. The signal from the 
main sensor is divided by that from the reference sensor using an 
analog divider. The final output is then simply the relative conduc
tivity of the two-phase mixture with respect to the liquid phase. 

The reference sensor must be installed in a location where it "sees" 
only the single phase liquid. If this is not possible, the conductance 
gauge can be operated without it. However, the changes in the liquid 
conductivity must then be accounted for when interpreting the 
measurement. 
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Fig. 1 Schematic diagram of the conductance monitor 

Calibration 
To determine the efficacy of the rotating field conductance gauge 

as a void fraction monitor, conductance measurements were made on 
flowing air-water mixtures. These results were compared with void 
fraction measurements obtained by using quick-closing valves. 

The test section is 4-m long and consists of transparent lucite tubing 
with an internal diameter of 3.81 cm. The conductance sensor is lo
cated 2 m downstream of the air-water mixer, with the quick-closing 
guillotine type valves placed 57 cm upstream and downstream of the 
sensor. These valves, which are mechanically coupled to insure si
multaneous closure, are driven by springs and achieve a closing time 
of approximately 25 ms. The volume of water which is trapped be-
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tween the valves is measured by draining it into a graduated cylinder. 
The reference sensor is situated in the water line upstream of the 
air-water mixer. The water and air flow rates are individually metered 
and controlled. 

Measurements were conducted with both vertical upflow and 
horizontal flow. In horizontal flow, the air-water distribution across 
the cross section is extremely asymmetric, thus providing a severe test 
of distribution effects on the void fraction measurement. 

The maximum superficial velocities tested were 2.5 m/s for water 
and 60 m/s for air. The water temperature was not controlled and 
varied from approximately 15-20°C, while the test section exit 
pressure varied from close to atmospheric for low flow rates to about 
400 kPa at high rates. 

Depending on the flow pattern, fluctuations in the conductivity of 
the two-phase mixture can be considerable. The output from the 
gauge was, therefore, monitored by a strip chart recorder. To obtain 
an average value, the monitor output was also integrated, over a period 
ranging from 2 to 5 s, with an integrating digital voltmeter. As the 
quick-closing valves were activated after the integration period, the 
two-phase mixture which was trapped was not the same as that which 
had flowed through the sensor for the conductance measurement. This 
discrepancy had very little effect for relatively steady flows such as 
bubbly or annular, but did cause scatter in slug flow. 

A Federal Scientific Ubiquitous Correlator was used for several 
experiments in horizontal flow to obtain probability density functions 
of the relative two-phase conductivity. 

Results and Discussion 
A comparison of the void fraction, as measured with quick-closing 

valves, with the relative conductivity of the two-phase mixture is 
shown in Fig. 3. The flow patterns indicated on this plot were deter
mined visually and consequently suffer from all the uncertainties 
inherent in this technique. When examining the present data, one 
should, therefore, keep in mind that the transition regions are quite 
broad. 

In bubbly flow it is clear that the orientation of the test section, and 
hence the distribution of bubbles in the sensor volume, has no effect 
on the measured conductance. It is also gratifying to note that these 
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measurements follow the theoretical predictions of Maxwell [6] and 
Bruggeman [7] quite closely. 

Maxwell's expression for the relationship between the mixture 
conductivity, km, and the void fraction, a, is 

km/k0 = 1 - 3a/(2 + a) 

This equation was derived for noninteracting, equal size spheres of 
zero conductivity, distributed in a continuous medium of conductivity 
ko. It should, therefore, be valid for low void fraction only, however, 
all the bubbly flow data are predicted remarkably well. 

Bruggeman's relation, 

km/k0 = (1 - a)«W 

was derived for random size spheres of zero conductivity, randomly 
distributed throughout a continuous medium. The equation should, 
therefore, be valid for any void fraction where these bubbly flow 
conditions are met. For the present data these relations are valid up 
to a void fraction of approximately 30 percent in both vertical and 
horizontal flow. At higher void fraction slug flow with its associated 
scatter is observed. 

When the flow pattern is annular, the average conductivity of the 
two-phase mixture clearly depends on the orientation of the test 
section. This is not surprising as in this regime the conductance gauge 
essentially measures the film thickness on the wall, and ignores 
completely any entrained liquid to which no conduction path exists. 
In horizontal flow the liquid film is highly asymmetric, resulting in 
a lower conductance than if the same amount of liquid were distrib
uted uniformly. It can be seen, however, that with a constant void 
fraction the average conductivity of the mixture is higher for hori
zontal flow than for vertical. This implies that under otherwise similar 
conditions the amount of liquid carried as entrainment in vertical flow 
is higher than in horizontal, a conclusion which is in agreement with 
experimental observations [8]. 

In the slug flow regime differences between vertical and horizontal 
orientations do not appear until the void fraction reaches approxi
mately 50 percent. These observations are consistent with the opinion 
expressed by Jones and Zuber [9]; that is, slug flow may be regarded 
as a periodic combination of bubbly and annular-like flow. In the low 
void fraction region of slug flow the sensor sees predominantly bubbly 
flow, for which the mixture conductivity is independent of orientation. 
As the void fraction increases, however, annular flow gradually be
comes predominant. 

Probability density functions for fluctuations in relative conduc
tivity are shown in Fig. 4. These are obtained for horizontal flow and 
are similar to the results of Jones and Zuber [9] who obtained chordal 
measurements of void fraction in vertical flow by using X-rays. In 
agreement with their results, bubbly and annular flows are charac
terized by relatively sharp peaks at low and high void fractions re
spectively. Further, slug flow can be distinguished by a double peaked 
distribution, where the low and high void fraction peaks represent 
the contributions of bubbly and annular type flows respectively. The 
probability density functions thus provide a useful technique for flow 
pattern discrimination. 

In summary, the rotating field conductance gauge provides a useful 
and versatile, yet relatively simple technique for void fraction mea
surement and flow pattern discrimination. Work on the optimization 
of the sensor design is continuing. In particular, the effects of the 
sensor geometry, materials, and number of electrodes on the sensor 
performance are being investigated. 
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measurements follow the theoretical predictions of Maxwell [6] and 
Bruggeman [7] quite closely. 

Maxwell's expression for the relationship between the mixture 
conductivity, km, and the void fraction, a, is 

km/k0 = 1 - 3a/(2 + a) 

This equation was derived for noninteracting, equal size spheres of 
zero conductivity, distributed in a continuous medium of conductivity 
ko. It should, therefore, be valid for low void fraction only, however, 
all the bubbly flow data are predicted remarkably well. 

Bruggeman's relation, 

km/k0 = (1 - a)«W 

was derived for random size spheres of zero conductivity, randomly 
distributed throughout a continuous medium. The equation should, 
therefore, be valid for any void fraction where these bubbly flow 
conditions are met. For the present data these relations are valid up 
to a void fraction of approximately 30 percent in both vertical and 
horizontal flow. At higher void fraction slug flow with its associated 
scatter is observed. 

When the flow pattern is annular, the average conductivity of the 
two-phase mixture clearly depends on the orientation of the test 
section. This is not surprising as in this regime the conductance gauge 
essentially measures the film thickness on the wall, and ignores 
completely any entrained liquid to which no conduction path exists. 
In horizontal flow the liquid film is highly asymmetric, resulting in 
a lower conductance than if the same amount of liquid were distrib
uted uniformly. It can be seen, however, that with a constant void 
fraction the average conductivity of the mixture is higher for hori
zontal flow than for vertical. This implies that under otherwise similar 
conditions the amount of liquid carried as entrainment in vertical flow 
is higher than in horizontal, a conclusion which is in agreement with 
experimental observations [8]. 

In the slug flow regime differences between vertical and horizontal 
orientations do not appear until the void fraction reaches approxi
mately 50 percent. These observations are consistent with the opinion 
expressed by Jones and Zuber [9]; that is, slug flow may be regarded 
as a periodic combination of bubbly and annular-like flow. In the low 
void fraction region of slug flow the sensor sees predominantly bubbly 
flow, for which the mixture conductivity is independent of orientation. 
As the void fraction increases, however, annular flow gradually be
comes predominant. 

Probability density functions for fluctuations in relative conduc
tivity are shown in Fig. 4. These are obtained for horizontal flow and 
are similar to the results of Jones and Zuber [9] who obtained chordal 
measurements of void fraction in vertical flow by using X-rays. In 
agreement with their results, bubbly and annular flows are charac
terized by relatively sharp peaks at low and high void fractions re
spectively. Further, slug flow can be distinguished by a double peaked 
distribution, where the low and high void fraction peaks represent 
the contributions of bubbly and annular type flows respectively. The 
probability density functions thus provide a useful technique for flow 
pattern discrimination. 

In summary, the rotating field conductance gauge provides a useful 
and versatile, yet relatively simple technique for void fraction mea
surement and flow pattern discrimination. Work on the optimization 
of the sensor design is continuing. In particular, the effects of the 
sensor geometry, materials, and number of electrodes on the sensor 
performance are being investigated. 
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employed in compact heat exchanger and regenerator design for in
dustrial and vehicular uses. The advantages of these complex duct 
shapes are that they provide efficient, compact and economical 
units. 

In order to solve these problems the methods used and reported 
in the literature range from exact to approximate solutions. Shah and 
London [l]2 have classified these methods into nine categories and 
presented results for /-Re/4 and Nu for 40 different duct geome
tries. 

The subject of this paper is a method to solve the same class of 
problems which combines the Schwarz-Neumann alternating tech
nique presented by Kantorovich and Krylov [2] with an orthonor-
malization least-squares point-matching procedure developed by 
Davis and Rabinowitz [3]. The method is applied to the duct shown 
in Fig. 2, a geometry commonly found in many vehicular radiators, 
to analyze the laminar forced convective heat transfer problem of 
constant axial heat transfer rate and prescribed peripheral wall 
temperature. 

The Method 
Since the Schwarz-Neumann method of solving the Dirichlet 

problem is discussed in detail by Kantorovich and Krylov [2], only 
a brief review of the method will be presented. Assume a solution is 
sought to a second-order elliptic linear homogeneous partial differ
ential equation in region B, Fig. 1, which is formed by the union of 
overlapping regions B\ and Bi. If this equation can be solved in regions 
B\ and Bi for any given piece-wise continuous boundary conditions, 
then the Schwarz-Neumann method permits one to obtain a solution, 
mix, y), to the foregoing equation in B from known solutions in regions 
B\ andS 2 -

In Fig. 1, let Li a n d L 2 b e the contours of S i and B% let a be that 
portion of Li in J32 and 7 that portion of L2 in.Bi. If the solution to 
w(x, y) in B\ is u(x, y) and in B% v(x, y), then according to Schwarz, 
the determination of u(x, y) and u(x, y) requires the construction of 
a sequence of approximations u\(x,y), uiix.y),... and v\(x, y), viix, 
y), . . . by solving the Dirichlet problem in each of these regions. 
However the boundary values of u (x, y) are only known on L1 -a and 
unknown on a and similarily the boundary values of v(x, y) are known 
on L2-7 and unknown on 7. Therefore, in order to achieve solutions 
to either u(x, y) or v(x, y) boundary values must be assigned along 
a and 7. To initiate the solution a value f{a) will be assumed along a. 
This assumed value will then permit Ui(x, y) to be determined in B\. 
Next, ui(x, y) can be solved in 5 2 using the values of u\(x, y) on 7 as 
the boundary condition on 7. Stated in equation form, the sequence 
of functions that solve the Dirichlet problem in B are 

u-iix, y) = G on h\ — a; 

U\(x,y) = f ona; 

u-n(x,y) = G onLi — a; 

un(x, y) = v„-i(x, y) on a; 

vi(x,y) = H onL2-y 

vi(x, y) = ui(x, y) on 7 (1) 

un(x, y) = Honi2- 7 

Unix, y) = unix, y) on 7 

To solve for un and un, the Dirichlet problem must be solved according 
to the previous boundary conditions in an alternating manner. 
However, the boundary values along a and X become complex ex
pressions due to the series form of the solution and the transformation 
of moving from one coordinate system location to another. Because 
of this complexity, the least squares method of point matching 
boundary conditions along a and 7 is presented as a means of over
coming this difficulty. 

The basic idea behind the boundary point least squares procedure 
is to determine the coefficients of a truncated series solution such that 
the boundary conditions are satisfied in the least squares sense at a 
set of appropriately chosen boundary points. The Gram-Schmidt 
orthonormalization procedure, as described by Davis and Rabinowitz 
[3], is a means of determining the unknown coefficients. The tech
nique requires that a set of n particular solutions to the governing 

Fig. 1 Region B formed by Ihe union of 8 , and B2 having B' as (heir common 
part 

10. 
Present Analysis 1 

Aspect Ratio z 

Fig. 2 Nusselt number variation for fully developed laminar flow 

differential equation are known, from which a truncated series solu
tion can be constructed. Applying the Gram-Schmidt method pro
duces a set of n orthonormal vectors from a linear combination of the 
n particular solutions evaluated at N points (JV > n) chosen along the 
boundary L\ of Bi or L2 of B2 . Sparrow and Haji-Sheikh [4] have 
applied this method to flow and heat transfer problems in ducts of 
arbitrary shape. 

V e l o c i t y P r o b l e m 
A steady-state, fully developed laminar flow in a duct of constant 

cross-sectional area is assumed. The fluid is also idealized to have the 
properties of p, n, cp, k constant. Then in the absence of body forces, 
the differential equation describing the velocity field, U, is 

V2f/ = idP/dZ)ix = Constant (2) 

where V2 is the familiar two-dimensional Laplace operator. The so
lution to equation (2) satisfying the "nonslip" boundary conditions 
has been reported by Zarling [5] for the duct shown in Fig. 2. The 
nondimensional velocity distribution is given as 

1 •y 
2 Numbers in brackets designate References at end of technical note. 

N 
£ An 

n=l 
cosXny coshXnx (3) 
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(2ra - l ) i r /2 

in the rectangular region, and as 

" + E Bnr
n cosn<t> 

n=0 
(4) 

in the circular region. In the previous equations, the variables u, u', 
r, x, and y have been defined as 

H2U 

' aHdP/dZ)' 
r = R/a, X/a, y=Yla (5) 

The series coefficients in equations (3) and (4) have been determined 
by the Schwarz-Neumann successive approximation technique 
combined with orthonormalization least squares point matching. 
Expressions and results are also presented for average velocities, flow 
rates, and /-Re for a range of values of /S. 

T e m p e r a t u r e P r o b l e m 
With the assumptions made in the velocity problem, the appro

priate differential equation describing the thermally developed 
temperature field for laminar flow with no internal energy generation 
is 

V2T = (U/a)(dT/dZ) (6) 

Characteristic of the fully developed thermal regime in ducts in which 
the heat rate, q", is axially constant per duct length is that 

dT dTm _ q"S 

3Z~ dZ ~ AUmcE 

• = Constant (7) 

This boundary condition can be realized in practical applications such 
as electrical resistance, radiant, or nuclear heating, and in counter flow 
heat exchangers when the fluid capacities are identical. Substituting 
this expression into equation (6) along with the velocity solutions, 
equations (3) and (4) yields 

bH_ d2t 

dx2 dy2 

\ -y2 N 
I - ^ A , cosX„y coshXnx 

2 n = l 

d2t' ldt/_ 1 d2t' 

dr2 r dr 

1 ~r2 H „ 
+ E Bnr

n cosnd 
4 n=o 

(8) 

(9) 

for the rectangular and circular regions. The dimensionless temper
atures in the foregoing expressions are defined as 

t = t' •• (10) 
2f-Req"a4/kDh

3 

The next step is to reduce equations (8) and (9) to Laplace's equation 
which can be accomplished by considering the temperature solution 
as the sum of a particular solution, tp, and regular solution, tc. To 
facilitate finding a particular solution, it is convenient to introduce 
complex variables z and z such that t(x, y), t'(r, 8), u(x, y) and u'(r, 
8) are transformed to t(z, z) t'(z, z), u(z, z) and u'(z, z). Integrating 
these relationships with respect to z arid z, and taking the real part 
of the resulting functions, yields the required particular solutions 

x2 + y2 

- — + 24 n = l 4X„ 

X (x sinhX„x cosX„y + y coshX„* sinX„y) (11) 

and 

t„ 
16 — + E 

64 „=o 

N B„rn+2cosn8 

4(« + 1) 
(12) 

Attention is now directed toward obtaining a solution to Laplace's 
equation to complete the solution. Given the surface temperature 
along the rectangular portion of the duct as t(xB, yB) and along the 
semicircular portions t'(rB, 8B) and solving for tc yields 

tc(xB, ,VB) = t(xB, yB) ~ tp(xB, ys) 

tc'(rB, 9B) = t'(rB, 8B) - tp'(rB, 8B) 

(13) 

(14) 

A special case of the foregoing generalized peripherally prescribed 
surface temperature is constant peripheral wall temperature, T(xB, 
ya) = T'(rB, 8B) = Tw = const. For purposes of convenience, 7' in 
equation (10) is now redefined using (T - Tw) in place of T. Then 
t(xB, yB) and t'(rB, 8B) equal zero on the duct surfaces and the first 
terms on the right-hand side of equations (13) and (14) are eliminated. 
Furthermore, it is only necessary to consider the first quadrant of the 
duct due to its symmetry and the constant peripheral wall tempera
ture boundary condition. Based on the foregoing, the following 
boundary conditions can be written for the rectangular region 

tc(x, 1) = -tp(x, 1), 
dtc , v dtc 

• (0, y) = 0 — (*, 0) = 0 dx dy 

M A y) = tc'(r, IT/2) + tp'(r, TT/2) - ip(ft y) (15) 

and for the semicircular region 

tc'(l, 0) = - t p ' U , 8); 0<8< TT/2 

tc'(l, 8) = tc(P + cosfl, sinfl) + tp(/3 + cosfl, sin8) - tp'(\, 8); 
Tr/2<8<Tr 

dtc 
— (r, 0 = 0 
38 

(16) 

Using the separation of variables technique and the principle of su
perposition in the rectangular region, the following solution to La
place's equation is obtained 

tc = E C„ cosX„+x coshX„+y + E Dn cosX„*y coshX„*:t (17) 
n = l n = l 

where X„+ and X„* are eigenvalues defined as 

x , (2ra - 1)TT (2n - 1H 
(18) 

Equation (17) satisfies the middle two boundary conditions in 
equation (15). The first term of the right-hand side of equation (17) 
is zero along x - /? so that Cn must be determined to satisfy the first 
boundary condition of equation (15). Since this boundary condition 
is known, C„ can be determined by a single application of the ortho-
normalization least squares procedure. In a similar fashion, the second 
term on the right-hand side of equation (17) is zero along y = 1 so that 
Dn must be determined to satisfy the last boundary condition of 
equation (15). Since this boundary condition is unknown, the 
Schwarz-Neumann method must be used to generate this boundary 
condition. 

The separation of variables technique is also applied to generate 
a solution to Laplace's equation in polar coordinates for the semicir
cular region. After applying the last boundary condition of equation 
(16) and the fact that tc' remains finite as r goes to zero yields the 
regular solution. 

E Bn'r
n cosn8 

re=0 
(19) 

As in the rectangular region, the second boundary condition of 
equation (16) is not uniquely known and again the Schwarz-Neumann 
method must be used. 

In order to initiate a solution in the rectangular region, the first term 
on the right-hand side of the last equation of equation (15) will be set 
equal to zero along x = fi. Using this assumed boundary condition for 
the first approximation to tc(x, y), Dn can be determined through the 
least squares point matching procedure. The next step is to construct 
the first approximation to tc'(r, 8) in the circular region. This is ac
complished by determining Bn' in equation (19) which satisfies the 
first two boundary conditions of equation (16). Since the second 
boundary condition of equation (16) requires tc(x, y); the first ap
proximation tci determined for the rectangular region is used. Using 
these boundary conditions, Bn' are determined through the use of the 
least squares point matching procedure. The successive approxima
tion procedure is continued until the series coefficients converge to 
a specified tolerance. 
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Resul t s 
Once the coefficients have been determined, the closed form tem

perature distribution can be constructed as the sum of equations (11) 
and (17) in the rectangular region and equation (12) and (19) in the 
circular region. 

The bulk mean temperature, tm, of the fluid can be computed by 
integrating the product of the velocity and temperature solutions over 
the cross-sectional area of the duct. Then, the average Nusselt number 
can be evaluated as 

Nu = ̂  = ̂ . _ L _ = _̂ i- (20) 
k k Tw-Tm 2f-Rea4tm 

where Dh and / are the hydraulic diameter and Darcy friction fac
tor. 

The series coefficients Bn', C„, and Dn were determined by choosing 
fifty equally spaced points along the circumference of the circular arc 
0<8 <ir, and eighty equally spaced points along y = 1,0 < x < p\ and 
along x = ( 3 , 0 < y < l . In both the circular and the rectangular regions 
the series solutions were truncated after the first 37 terms. Although 
additional terms could have been included for small values of p\ 
computational problems occurred at large values of /?, due to the 
magnitude of the hyperbolic functions. The successive approximations 
to the solution were continued until the relative change in the series 
coefficients was less than 0.01 percent, which usually occurred after 
four or five iterations. An estimate of the accuracy of the solution can 
be made by calculating the root-mean-square error at the boundary 
points. In all cases, this error was less than 10~3 and it was concluded 
that the numerical results are accurate within 1 percent. 

Pressure drop and heat transfer results as a function of the aspect 
ratio, 6(1/1 +f3), are presented in Fig. 2. It is observed for the limiting 
cases of t approaching one, circular duct, and e approaching zero, in
finite parallel plates, the Nusselt number approaches the limiting 
Nusselt numbers of 4.364 and 8.235, respectively. A comparison with 
the results of Shah [6] for a rectangular duct and Cheng and Jamil [7] 
for a circular duct with diametrical opposite flat sides is also 
shown. 

A means of checking the accuracy of the proposed method is to 
compare results with a finite difference solution. Second order central 
difference equations were written for a 31 and 69 nodal point system 
for a symmetrical duct section of f3 equal to 1. The nodal point ve
locities and temperatures of the larger grid spacing agreed within 1.5 
percent of the results for the smaller grid size. A comparison between 
velocity and temperature profiles calculated by the finite difference 
and series solution methods along the major and minor duct axes 
agreed to within 1 percent supporting the validity of the results pre
sented in this work. An additional comparison was performed between 
u and « ' and t and t' within, the overlapping region using the series 
solutions at five points along the X-axis. The maximum error was less 
than 0.1 percent. 

Conc lus ions 
The Schwarz-Neumann alternating technique combined with a 

least squares point matching method has been presented as a means 
to analyze fully developed laminar forced convective heat transfer 
in a noncircular duct with a uniform axial heat transfer rate and pe
ripherally constant duct surface temperature. As an application of 
the method, Nusselt numbers were calculated for a modified rec
tangular duct with one set of sides semicircular in shape. The method 
can also be applied to the same category of heat transfer problems 
except with peripherally prescribed duct surface heat flux. Other 
fields of engineering analysis in which this method may be attractive 
include heat conduction, ground water hydrology, solid mechanics 
and electro-mechanics. 

The advantage of the Schwarz-Neumann method is that it allows 
one to develop series solutions for complex shaped ducts from existing 
general series solutions in simpler geometries. Combining this tech
nique with least squares point matching further enlarges the number 
of geometries which can be solved. The advantage of the S.N. method 
presented over a single least squares solution is that it allows one to 
use solutions natural to the simpler regions. The advantage of the 
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method over the finite difference technique is that it generates a series 
solution, however, experience indicates the finite difference solution 
takes less computer run time. 
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Entrainment Characteristics of 
Buoyant Axisymmetric Plumes 
in Atmospheric Inversions 

M. I. O. Ero1 

I n t r o d u c t i o n 
The atmosphere is the ultimate heat sink into which large thermal 

loads from power plants can be deposited without creating severe 
environmental pollution problems. The dilution and dispersal of 
gaseous effluents from process plants is controlled by the elevation 
at which gases are exhausted, the wind conditions, and the final ele
vation to which the gases rise under the action of initial buoyancy and 
fluid momentum. Ideally, it is desirable for a plume to rise to great 
heights before it is fully dispersed. The rate of entrainment of the 
ambient air determines the speed with which the mean temperature 
of a buoyant plume approaches the ambient atmospheric tempera
ture, and hence the rate at which net buoyancy is depreciated. 

In a study by Morton and Taylor [l],2 it was proposed, from di
mensional reasoning that the entrainment velocity is proportional 
to the axial flow velocity at the plume center, and that the propor
tionality constant is invariant with axial distance. In an extensive 
literature survey by Briggs [2], it was inferred that the entrainment 
velocity is proportional to the square root of the axial momentum flow. 
This result was used by Sneck and Brown [3] in an experimental 
program from which they derived a correlation in which the en
trainment parameters varied as a\ + o^/Fr^,2, with a\ and a-i being 
constants and Fr^, the local densimetric Froude number. In the study 
by Fox [4] it was shown that entrainment velocity varies with the 
buoyancy intensity of the flow, and on the expression assumed for the 
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Resul t s 
Once the coefficients have been determined, the closed form tem

perature distribution can be constructed as the sum of equations (11) 
and (17) in the rectangular region and equation (12) and (19) in the 
circular region. 
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the cross-sectional area of the duct. Then, the average Nusselt number 
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Nu = ̂  = ̂ . _ L _ = _̂ i- (20) 
k k Tw-Tm 2f-Rea4tm 

where Dh and / are the hydraulic diameter and Darcy friction fac
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percent of the results for the smaller grid size. A comparison between 
velocity and temperature profiles calculated by the finite difference 
and series solution methods along the major and minor duct axes 
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u and « ' and t and t' within, the overlapping region using the series 
solutions at five points along the X-axis. The maximum error was less 
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ripherally constant duct surface temperature. As an application of 
the method, Nusselt numbers were calculated for a modified rec
tangular duct with one set of sides semicircular in shape. The method 
can also be applied to the same category of heat transfer problems 
except with peripherally prescribed duct surface heat flux. Other 
fields of engineering analysis in which this method may be attractive 
include heat conduction, ground water hydrology, solid mechanics 
and electro-mechanics. 

The advantage of the Schwarz-Neumann method is that it allows 
one to develop series solutions for complex shaped ducts from existing 
general series solutions in simpler geometries. Combining this tech
nique with least squares point matching further enlarges the number 
of geometries which can be solved. The advantage of the S.N. method 
presented over a single least squares solution is that it allows one to 
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loads from power plants can be deposited without creating severe 
environmental pollution problems. The dilution and dispersal of 
gaseous effluents from process plants is controlled by the elevation 
at which gases are exhausted, the wind conditions, and the final ele
vation to which the gases rise under the action of initial buoyancy and 
fluid momentum. Ideally, it is desirable for a plume to rise to great 
heights before it is fully dispersed. The rate of entrainment of the 
ambient air determines the speed with which the mean temperature 
of a buoyant plume approaches the ambient atmospheric tempera
ture, and hence the rate at which net buoyancy is depreciated. 

In a study by Morton and Taylor [l],2 it was proposed, from di
mensional reasoning that the entrainment velocity is proportional 
to the axial flow velocity at the plume center, and that the propor
tionality constant is invariant with axial distance. In an extensive 
literature survey by Briggs [2], it was inferred that the entrainment 
velocity is proportional to the square root of the axial momentum flow. 
This result was used by Sneck and Brown [3] in an experimental 
program from which they derived a correlation in which the en
trainment parameters varied as a\ + o^/Fr^,2, with a\ and a-i being 
constants and Fr^, the local densimetric Froude number. In the study 
by Fox [4] it was shown that entrainment velocity varies with the 
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shear stress distribution. 
In this study, the closure difficulty is resolved. It will be assumed 

that the flow is steady in the mean, two-dimensional, axisymmetric 
and turbulent. The variation of the local shear stress rrz is eliminated 
from the momentum equation by the usual integration. Closure was 
obtained by reintegrating the axial momentum equation after 
weighting it with the axial velocity. 

Governing Equations 
The continuity, momentum and energy equations for a turbulent 

axisymmetric jet can be integrated with respect to the radial coordi
nate and nondimensionalized to yield 

Continuity: 

dz 
(R2UZt) = PeRVe 

Momentum: 

Energy: 

and for closure 

d 

— (R2U2Z„)=In^-
dz FR2 

dz In 

dz FR2 

„ „ / 1 du 1 du\ 

(1) 

(2) 

(3) 

(4) 

where Z is the axial distance measured from plume source, R is the 
local plume radius, U is the normalized axial velocity, Fr is the flow 
densimetric Froude number defined at the plume source, the 
buoyancy variable <ji, and the density ratio (S are defined by 

0 = (pe(z) - PP(0, z))/(pi - pip), /3 = (pi- pip)/pi 

and 

Z\ = hlPe ~ ^12/30, Zl = hlPe - h20<t>, %3 = hiPe ~ I:Y1@<P 

Ai = Ai(In, hi, a), A2 = ^2(^11. ^21, a) 

and IJK are similarity constants defined by 

h •r T/e - '" ' drj, 
Jo ne-2a^dn, hi = hi 

h; = \ Ve-Xa"2dn, I*i= hi, I:v= f ije"4n"2rfi; (5) 
J o Jo 

and V,, is the dimensionless entrainment velocity; the value of the 
variable, a, depends on the form of the similarity profile and how the 
edge of the plume is defined. In this study, the edge of the plume is 
defined as the radius at which the plume axial velocity is 0.5 percent 
of its value at the plume center. As in the study by Fox, the velocity 
profile is assumed to be in the form . 

u(r, z) 

" 1 
= U(z)e-<">2 (6) 

All the dimensionless variables appearing in equations (1) to (6) are 
defined in the Nomenclature. 

Eliminating Vc from equations (1) and (3) yields 

(fl2£/tf>)= — — 
hiPc d ip, 

dz \pj 
R2U (7) 

Thus the system of governing equations is reduced to equations (2), 
(4), and (7), with the corresponding initial conditions at 2 = 0 given 
by 

(R2U2Z2)0 = hi ~ /22ft (R2U»Z.,)o = hi - /.i2/3, (R2U<I>)0 = 1 

(8) 

Entrainment Velocity 
The continuity equation (1) may be used to obtain an expression 

for the entrainment velocity Ve. Expanding the left-hand side of 

equation (1), and using equations (2) and (7) to simplify the analysis, 
the entrainment velocity is obtained in the form 

K = / n ( « i + ^ + «3)fl£/ 0) 

where 

ihifi ,\ldU hi 

V/21 iJh-ih, 

and Fr,j is the local densimetric Froude number defined as 

v ,_ / l M y 1/2 

Thus the entrainment parameter, a, may be defined as 

: «i + 
Fr„ :«s 

(II) 

(12) 

This form, except for the appearance of the 0:3 term, compares with 
the correlation proposed by Brown and Sneck in the form, 

•• 0.0535 + -
0.25 

Fr,,,2 

The influence of the atmospheric inversion on the entrainment 
parameter is represented by the as term. This term becomes negligible 
when the dimensionless density ratio, fl, or the inversion parameter 
S, approaches zero; «,) disappears naturally under the Bussinesque 
approximation according to which, [1, 3, 4], the term fHTe is small, 
and is usually dropped from subsequent analysis. Retaining the as 
term thus preserves the effect of atmospheric inversion on the en
trainment rate, and consequently, its effect on the overall plume 
rise. 

The second component of the entrainment parameter, «2, is a 
constant whose sign follows the sign of the buoyancy variable <t>. The 
dominant component of the entrainment parameter is ai. In the ab
sence of buoyancy and atmospheric inversion, ai represents the en
trainment normally associated with a free jet in a stationary medium. 
Equation (10) shows that a\ depends on the initial density ratio, /3, 
the local dimensionless density pr, and the gradient of the axial ve-
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Fig. 1 General characteristics of plume buoyancy and entrainment veloci
ty 
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Fig. 2 Characteristics of entrainment and local Froude number 

locity. Under Bussinesque approximation, the density dependence 
of «i becomes negligible, and ai is determined principally by the 
gradient of the axial velocity, and decreases as dU/dZ. 

Influence of Froude Number 
The magnitude of the initial densimetric Froude number, Fr, 

controls the forms of the governing equations, and the entrainment 
parameters. For large values of Fr, the right-hand side of equation (2) 
is approximately zero, and the momentum of the plume is approxi
mately constant. Hinze's solution [5] for the turbulent axisymmetric 
jet is applicable in this limit. Since in the initial phases of the plume 
rise, 0 < <t> < 1, and Fr,A at Fr for large values of Fr, the entrainment 
parameter given by equation (12) is reduced to the form 

l_dU 

UdZ 
(13) 

Since Fr becomes large as u\ becomes large or as (pi — p]P) approaches 
zero, equation (13) is suitable for determining the entrainment pa
rameter for negligibly buoyant plumes. 

In the initial phase of plume rise, 0 < 4> < 1, a2 is positive, thus «i 
and «2 are additive thereby increasing the effective entrainment rate. 
In the flow regions where 4> < 0 and hence a2 < 0, the effective en
trainment rate defined by equation (12) has the potential for be
coming negative. Thus the a2 term in equation (12) determines where 
negative entrainment is attained. And from equation (9), with the 
entrainment parameter now negative, Ve is negative and the plume 
begins to spread out horizontally. 

Results and Discussion 
The results of numerical integration of the governing equations are 

discussed in the following. 
The variation of plume buoyancy and entrainment velocity as a 

function of axial distance is shown in Fig. 1. Both buoyancy and en
trainment velocity decrease in the flow direction; the rate of decrease 
depending on the inversion rate c. The variation of the local Froude 
number Fr^ and the entrainment parameters a, «i are shown in Fig. 
2. The cross-over between a and <*i curves occur at a2/Fr^2 + a3. It 
can be inferred from Fig. 2 that this cross-over occurs at the point of 
zero buoyancy. In addition Fig. 2 shows a plot of the entrainment 
correlation proposed by Brown and Sneck. The variation of entrain
ment with initial Froude number is shown in Fig. 3, while Fig. 4 shows 
the influence of atmospheric inversion rate on plume entrainment. 
The axial distance at which zero entrainment occurs increases with 

.2 .4 .6 .8 
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Fig. 3 Variation of entrainment parameter with initial Froude number, Fr 
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Fig. 4 Influence of inversion rate on entrainment parameter 

the initial Froude number of the plume. For any given source condi
tion, Fig. 4 shows that the distance to zero entrainment decreases as 
the inversion rate increases. The large entrainment rates obtained 
for plumes with Fr < 6 implies rapid induction of ambient air, and 
hence rapid reduction in plume buoyancy and plume rise. 
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Conc lus ion 
The entrainment in a buoyant plume, within the similar profiles 

approximation assumed here, is controlled by the initial buoyancy, 
and the atmospheric inversion rate. The spreading of the plume, V,, 
< 0, corresponding to horizontal outflow from the plume, occurs after 
the plume had attained negative buoyancy. At high Froude numbers, 
Fr > 5, it is the initial momentum flux that characterizes the plume 
rise. The effect of atmospheric inversion rate on the entrainment 
parameter is initially small but becomes dominant in the region of 
negative buoyancy where «i and a-i are both small and ai is nega
tive. 
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A Note on Convective 
Instabilities in Boussinesq 
Fluids and Porous Media 

K. Walker1 and 0. M. Homsy1 

N o m e n c l a t u r e 
A = ratio of volumetric heat capacities of fluid/solid matrix to that of 

the fluid 
g = acceleration of gravity 
H = fluid depth 
k = permeability 
P = fluid pressure 
Pr = Prandtl number, VJ/K. 
Ra = Rayleigh number, gaATHs/i/fK 
t = time 

AT = temperature difference across layer 
u = fluid velocity 
x = spatial coordinate 
a = coefficient of thermal expansion-
5,;j = unit vector in the vertical direction 
K = thermal diffusivity, \mix/(pCp)f 
A = thermal conductivity 
H = viscosity 
v - kinematic viscosity 
p = density 
6 = dimensionless temperature 

S u b s c r i p t s 
/ = fluid property 
i, j = index for vector quantities (= 1,2,3). 
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liq = liquid property 
mix = fluid/solid effective property 

This note is concerned with the stability of a fluid held in an iso
tropic porous media between two infinite horizontal planes separated 
by a distance H. We express the permeability dimensionlessly as k/H2. 
The problem has been solved in both the limit oik/H2 -* =>, the Be-
nard problem for a single viscous fluid, and k/H2 -» 0, the Darcy ap
proximation; an extensive literature exists for both problems. How
ever for small gaps or moderately permeable materials, k/H2 may lie 
between these two extremes. The problem is also of some interest in 
that it provides insight into the range of validity of the Darcy as
sumption which consists of neglecting the term V2u relative to the 
Darcy term /iu/k. 

The formulation of the problem is based upon the following as
sumptions: 

1 Fluid and solid properties are assumed to be constant except 
for the density of the fluid. The Boussinesq approximation is in
voked. 

2 The two bounding planes are assumed to be isothermal im
permeable solid surfaces. 

3 The system is assumed to be governed by the following fluid 
field equations 

dui 

dx; 
•0 

1 /dm U; du{\ dP H2 

— (—- + — —i) = m + 
Pr \ dt e dxj/ dx; k 

d2Uj 

dxjdxj 

ae ae 
A \- Uj 

dt dxj 
a2e 

(1) 

Ra «i30 (2) 

(3) 
dxjdxj 

where (xu t, u;, P, T) have been made dimensionless with respect to 
(H, H2/K, K/H, pfv

2/H2, TH - Tc), and Ra = gaATH3/uK, A = 
(pCp)miJ(pCp)f, Pr = vf/K. 

In the limit of one-dimensional steady flow or creeping flow, 
equations (l)-(2) may be rigorously derived for a random array of rigid 
particles. The basic ideas of probability averaging common to this and 
many other two-phase problems have been reviewed by Batchelor [1].-
The specific discussion of a porous medium was given by Howells [2], 
together with an explicit formula for the permeability, k, valid in the 
dilute region. The terms on the left-hand side of equation (2) represent 
generalizations of the Darcy-Brinkman-Boussinesq equations, the 
presence or absence of which have no consequence on the results to 
be reported below; see Homsy and Sherwood [3] for a discussion. 

For layers heated uniformly from below, equations (l)-(3) admit 
a steady, stagnant conductive solution. Thus for disturbances we 
have: 

du; 

dxj 
0 (4) 

1 /dui Uj dui\ 

P r \ dt e dXj) 

dP H2 d2ui 
- « ; + • — r - + Rafl«,-3 (5) 

0Xi k dxjdxj 

a2e , ae ae 
A — + m •• 

dt dxi dxjdxj 
" 3 (6) 

Equations (4)-(6) are to be solved subject to the homogeneous con
ditions 

Ui = 6 = 0 z = 0,1 (7) 

It is now common in convective instability problems of this type 
to develop predictions for both absolute stability (energy theory) and 
certain instability (linear theory). We remark that these limits are 
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Conc lus ion 
The entrainment in a buoyant plume, within the similar profiles 

approximation assumed here, is controlled by the initial buoyancy, 
and the atmospheric inversion rate. The spreading of the plume, V,, 
< 0, corresponding to horizontal outflow from the plume, occurs after 
the plume had attained negative buoyancy. At high Froude numbers, 
Fr > 5, it is the initial momentum flux that characterizes the plume 
rise. The effect of atmospheric inversion rate on the entrainment 
parameter is initially small but becomes dominant in the region of 
negative buoyancy where «i and a-i are both small and ai is nega
tive. 
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A Note on Convective 
Instabilities in Boussinesq 
Fluids and Porous Media 

K. Walker1 and 0. M. Homsy1 

N o m e n c l a t u r e 
A = ratio of volumetric heat capacities of fluid/solid matrix to that of 

the fluid 
g = acceleration of gravity 
H = fluid depth 
k = permeability 
P = fluid pressure 
Pr = Prandtl number, VJ/K. 
Ra = Rayleigh number, gaATHs/i/fK 
t = time 

AT = temperature difference across layer 
u = fluid velocity 
x = spatial coordinate 
a = coefficient of thermal expansion-
5,;j = unit vector in the vertical direction 
K = thermal diffusivity, \mix/(pCp)f 
A = thermal conductivity 
H = viscosity 
v - kinematic viscosity 
p = density 
6 = dimensionless temperature 

S u b s c r i p t s 
/ = fluid property 
i, j = index for vector quantities (= 1,2,3). 

1 Department of Chemical Engineering, Stanford University, Stanford, 
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liq = liquid property 
mix = fluid/solid effective property 

This note is concerned with the stability of a fluid held in an iso
tropic porous media between two infinite horizontal planes separated 
by a distance H. We express the permeability dimensionlessly as k/H2. 
The problem has been solved in both the limit oik/H2 -* =>, the Be-
nard problem for a single viscous fluid, and k/H2 -» 0, the Darcy ap
proximation; an extensive literature exists for both problems. How
ever for small gaps or moderately permeable materials, k/H2 may lie 
between these two extremes. The problem is also of some interest in 
that it provides insight into the range of validity of the Darcy as
sumption which consists of neglecting the term V2u relative to the 
Darcy term /iu/k. 

The formulation of the problem is based upon the following as
sumptions: 

1 Fluid and solid properties are assumed to be constant except 
for the density of the fluid. The Boussinesq approximation is in
voked. 

2 The two bounding planes are assumed to be isothermal im
permeable solid surfaces. 

3 The system is assumed to be governed by the following fluid 
field equations 

dui 

dx; 
•0 

1 /dm U; du{\ dP H2 

— (—- + — —i) = m + 
Pr \ dt e dxj/ dx; k 

d2Uj 

dxjdxj 

ae ae 
A \- Uj 

dt dxj 
a2e 

(1) 

Ra «i30 (2) 

(3) 
dxjdxj 

where (xu t, u;, P, T) have been made dimensionless with respect to 
(H, H2/K, K/H, pfv

2/H2, TH - Tc), and Ra = gaATH3/uK, A = 
(pCp)miJ(pCp)f, Pr = vf/K. 

In the limit of one-dimensional steady flow or creeping flow, 
equations (l)-(2) may be rigorously derived for a random array of rigid 
particles. The basic ideas of probability averaging common to this and 
many other two-phase problems have been reviewed by Batchelor [1].-
The specific discussion of a porous medium was given by Howells [2], 
together with an explicit formula for the permeability, k, valid in the 
dilute region. The terms on the left-hand side of equation (2) represent 
generalizations of the Darcy-Brinkman-Boussinesq equations, the 
presence or absence of which have no consequence on the results to 
be reported below; see Homsy and Sherwood [3] for a discussion. 

For layers heated uniformly from below, equations (l)-(3) admit 
a steady, stagnant conductive solution. Thus for disturbances we 
have: 

du; 

dxj 
0 (4) 

1 /dui Uj dui\ 

P r \ dt e dXj) 

dP H2 d2ui 
- « ; + • — r - + Rafl«,-3 (5) 

0Xi k dxjdxj 

a2e , ae ae 
A — + m •• 

dt dxi dxjdxj 
" 3 (6) 

Equations (4)-(6) are to be solved subject to the homogeneous con
ditions 

Ui = 6 = 0 z = 0,1 (7) 

It is now common in convective instability problems of this type 
to develop predictions for both absolute stability (energy theory) and 
certain instability (linear theory). We remark that these limits are 

2 Numbers in brackets designate References at end of technical note. 

338 / VOL 99, MAY 1977 Transactions of the ASME Copyright © 1977 by ASME

Downloaded 22 Dec 2010 to 194.27.225.72. Redistribution subject to ASME license or copyright; see http://www.asme.org/terms/Terms_Use.cfm



\0'7 I0"6 I0"5 I0"4 I0"3 I0"2 10'' 0 10 

Fig. 1 The eigenvalue Rc as a function of dimenslonless permeability 

identical for the problem stated previously, and the necessary and 
sufficient conditions for instability is Ra > Rv, where Rt. is the smallest 
eigenvalue of the system, 

dut 
' 0 

ap 1 /H2\ d2m 
- + ( — I ui = + RJSi:i 
,- • \ k I dxjdxj 

d29 

dxidxi 
• + u 3 = 0 

(8) 

(9) 

(10) 

subject to equation (7). 
In the case of linear instability, we prove the remark by noting that 

the linearized version of equations (5)-(6) are self-adjoint, and onset 
is thus by the neutral mode dldt = 0, Davis [4], which results in 
equations (7)-(10). For the energy method, it is well known that if 
there is no inflow across the boundaries, the base state is conductive 
and the linear problem self-adjoint, the energy and linear limit are 
identical, Davis [5]. For an alternative development showing that the 
Euler-Lagrange equations from the variational problem can be re
duced to equations (7)-(10), see Joseph [6], Westbrook [7], and Homsy 
and Sherwood [3]. 

Standard manipulations of Fourier-decomposition and elimination 
of the pressure lead to 

(D2 a2)W(z) = R,a26(z) 

(D2 - a2)8(z) + W(z) = 0 

W = DW=6 = 0 f = 0,l 

(12) 

(13) 

where D = d/dz and a is the wave-number. 
We have solved equations (11)-(13) for Rc = min Ra(a) as a function 

a 
of H2/k using the Rayleigh-Ritz method. As trial functions, we used 
sines for 9(z) and "beam functions" for W(z); see Chandrasekhar [8]. 
The resulting algebraic eigenvalue problem was solved by a method 
due to Martin and Wilkinson [9]. 

The main results are shown in Fig. 1. It is seen that for low per
meabilities, (large H2/k), the Darcy limit Rc = (4-ir2) H2/k is reached 
for k/H2 < 10"3. Similarly for high permeabilities, k/H2 > 10, the 
response is close to that of a single viscous fluid, Rc ~ 1708. Thus there 
exists a range 10~3 < k/H2 < 10 for which the criteria for instability 
is intermediate to the two asymptotic limits. 

We will briefly consider an application of these results. Recently 
Nir and Acrivos [10] have used the Benard critical point as a means 

of measuring the effective viscosity of a suspension of spheres at low 
rates of strain. The effective viscosity of concentrated suspensions 
has been the subject of many investigations. The effective viscosity 
becomes very difficult to determine experimentally at concentrations 
of 50 percent and higher. One explanation proposed is that the dif
ficulties encountered are due to the mixture experiencing a transition 
from a concentrated suspension to a porous medium [10]. The ques
tion of whether convection begins in a suspension as a single effec
tively homogeneous fluid or as convection in a porous medium can 
be examined by making an estimate of the critical Rayleigh number 
for each case. 

The Rayleigh number for concentrated suspensions defined in 
terms of liquid properties is 

Ras, Ra liqf 
Mliq "liq L{ p 'jq 
Meff KttCp t 

For a rough estimate it is assumed that; 

Aliq Cp liq _ 1 

Kff Cp eff 

and Meff/wiq = 100 from Nir's data at c = 0.5. These assumptions yield 
a critical Rayleigh number based on liquid properties of Ra = 3.4 X 
105 = (1708(|ieff/Mliq)lA). 

The Darcy-Brinkman number, H2/k, for the corresponding porous 
medium can be estimated using empirical relations for the perme
ability. For the particle size and cell height used by Nir and Acri
vos, 

— = 108 

k 

The critical Rayleigh number in terms of liquid properties for this 
value of H2/k is therefore Racr = 4ir2H2/k « 4 * 109. If the mixture 
behaves as a porous medium, then the critical temperature difference 
is several orders of magnitude larger than that which would be ex
pected for a concentrated suspension. The reason is the extremely 
large resistance force exerted by particles which are held stationary. 
It is reasonable to expect that some of the difficulties encountered . 
in effective viscosity measurements using shear apparatuses is also 
due to a transition from a concentrated suspension to a porous me
dium. It is important to understand what factors cause this transi
tion. 
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Free Convection in an Enclosure 
Revisited 

C. Quon1 

Nomenclature 
A = Rayleigh number 
C = free constant in Gill's theory 
q = q(z), the transformed vertical coordinate in Gill's theory 
w = vertical boundary layer velocity 
(x, z) = cartesian coordinate with origin at center of cavity 
0 = temperature 
£ = ±(1/2 - x)A1/4 stretched coordinate 
a = Prandtl number 
i/'o = stream function in the cavity 
4>c = computed stream function at the center of the cavity 
The free constant C in Gill's theory on thermal convection in a dif
ferentially heated rectangular cavity is determined from the stream 
function of a numerical computation. It is shown that the new value 
of C brings the theory closer to the experimental data at the mid-
height of the cavity. 

Introduction 
In an earlier publication [3]2 further study was promised to inves

tigate the results of an alternative value for the free constant in a 
theory by Gill [2] on thermal convection in a slot. A study was made 
but the results were not published because they were not conclusive. 
It was also felt that because of the practical importance of the problem 
the engineering community would soon improve on Gill's solutions, 
and would thus make it unnecessary to publish the results. 

In the intervening years we have indeed seen a number of very good 
publications on the subject (see [4] for a representative bibliography), 
but none can be considered to have improved on Gill's theory. Private 
conversation in the 1976 National Heat Transfer Conference in St. 
Louis, and the personal correspondence the author received in the 
last few years have convinced him that a brief communication as 
originally planned is warranted. 

Some Background 
In [3], the following assumption and results in Gill's theory were 

confirmed: (a) The horizontal boundary conditions do not appreciably 
affect the flow in the cavity (Gill neglected the effect of the horizontal 
boundaries altogether); and (6) The scaled velocity and temperature 
fields across the vertical boundary layers are invariant with respect 
to : (i) the Prandtl number a, for a > 1 (Gill assumed a —- °° in the 
analysis); and (ii) the Rayleigh number, A, when it is sufficiently high, 
(say when boundary layers are scaled with A~1/4, they should be 
smaller than unity, so that the boundary layers are distinctly sepa
rated). 

In spite of these confirmations, comparison of the theory with other 
data showed that: (a) the theoretical stream function is 30 percent; 
and (6) the vertical velocities in the boundary layer are 25 percent too 
high at their respective maxima, although the comparison also shows 
that the calculated, experimental, and theoretical temperature dis
tributions agree reasonably well. 

In Gill's theory, the velocity and temperature fields depend strongly 
on the free constant C shown in equations (6.18) and (6.19) in [2]. 
There is no unique way to determine this constant because the solu
tions cannot simultaneously satisfy all the boundary conditions. The 
most logical way is that used by Gill himself. He determined the 
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constant by requiring the stream function to meet the no flux condi
tion, i.e., î o = 0, on the top and bottom boundaries. However, in order 
to compare with the temperature data, Gill had to use a different value 
for C. 

Alternate Approaches 
Alternatively one can obtain a value of C in terms of 4> from Gill's 

equation (6.18): 

Vo = CHI + <?2)(1 - <?2)2(1 + 3q2)~n'3 

where q = q(z) is the transformed ordinate, and q = 0 at z = 0 (mid-
height). Thus if one sets C3 = \j/c = 0.5690, which is the stream func
tion obtained from the numerical computation at the center of the 
cavity [3], we obtain C = 0.8275 versus 0.9215 as calculated by Gill. 
The ordinate z as a function of q can be obtained by integrating 
equation (6.19) in [2], and z versus q plots are given in Fig. 1 for these 
values of C. Note that the asymptotic value for z as q —• °° is 0.34 for 
C = 0.8275. Therefore, by choosing C such that C3 = <pc, the theory 
no longer provides any solution for \z\ < 0.34. Pig. 2 compares the 
interior stream function \pa(z) calculated from the theory, with the 
numerical solution. Both the theoretical curves have infinite vertical 
gradients, i.e., \pz = U = ±=>, at the end points, and neither compares 
satisfactorily with the numerical result. 

Fig. 3 shows the theoretical vertical velocity across the vertical 
boundary layer calculated from two different values of C at three 
levels of 2 as compared to the numerical solutions. By using C3 = \j/Cl 

the theory provides a very good prediction for w at z = 0 as compared 
to both the numerical and experimental results (not shown, but see 
Fig. 6(a) in [3]). On the other hand, the new value for C has not im
proved the results at the other two levels, i.e., z = ±0.3. However, 
neither the numerical results nor the original calculations by Gill 
compare satisfactorily with Elder's experiments at these two lev
els. 

Fig. 4 shows the intercomparison of the temperature distribution 
across the vertical boundary layer. Again, the new value for C, brings 
the theoretical curve closer to the numerical curve at midheight only, 
which compares quite well with Elder's results [3]. There is quite a 
spread at the other two levels between the theoretical, calculated, and 
experimental curves. 

0.4- / 

/ C= 0.8275 
/ ^+*-+ " " ~* ' 

z / / 
0.2 - / / 

O.I -

O 1 1 1 1 1 1 

O.I 0.2 0.3 0.4 0.5 0.6 

Fig. 1 Relation of transformed ordinate q and natural ordinate z for two 
values of C as integrated from Gill's equation (6.19) 
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Fig. 2 Comparison of the numerical interior stream function and those cal
culated from theory: (1) Gill, C = 0.9125; (2) Gill, C = 0.8275; (3) numerical 
at x = 0, or along a vertical through the center of the cavity 

Fig. 3 Intercomparison of vertical velocity w as functions of stretched 
coordinate £ = ( 1 / 2 - x)A1 /4 across the boundary layer near the hot wall at 
z = 0: A is the Rayleigh number (the wall position Is at x = 1/2; z = 0 is mid-
height of cavity) 

A third attempt to determine C by requiring d<p0/dz = 0 at z = ±0.50 
was unsuccessful because z would have become complex. A fourth 
attempt to use the interior vertical temperature gradient dff/dz = 0.60 
at z = 0, the midheight of the cavity, yields C = 1.477. Since the the
oretical values of the positions of the first zero of &, and the first 
maximum of w measured from the side walls are proportional to C, 
and since the maximum magnitude of w is proportional to C2, in
creasing C from 0.8275 to 1.477 will move the position of the first zero 
of 6 and the first maximum of w outward by a factor of 1.8 and increase 

Z = 0.3 

Z =-0.3 

Fig. 4 Intercomparison of temperature distribution across vertical boundary 
layer near hotjvall at z = 0: 0 is the normalized temperature defined in 6 = 
(T — T)/AT; T is the average of two sidewall temperatures and AT is their 
difference (for meaning of other symbols, see legend for Fig. 3) 

the maximum of w by a factor of 3.2. This will not improve the theo

ry-

Concluding Remarks 
It is clear that changing the free constant in the theory has improved 

the theoretical prediction only locally at z = 0, but not the overall 
agreement with either the numerical or the experimental results. 
Although the numerical results compare satisfactorily with the ex
perimental results for 6 and w across the boundary layer at z = 0, the 
scatter of other levels at z needs to be interpreted. 

There are three possible explanations for the large discrepancies 
between the results of the numerical and the laboratory experiments 
at 2 = ±0.3: (1) The numerical solutions are not accurate enough. The 
only way to show this is to repeat the computation on much finer nets, 
or preferably with variable grids [4], However, the limited comparisons 
between two computations, on 31 X 31 and 40 X 40 grids, indicate that 
further refinement in the computation may only improve the results 
in some minor way [3]. (2) The descrepancies between the numerical 
and experimental results are due to differences in the aspect ratio. 
Elder's experiments [1] were done in containers of high aspect ratios 
compared to the aspect ratio unit, for the computation. The effect of 
aspect ratio may be small between results of high aspect ratios, but 
it can be appreciable when comparing results of high aspect ratios and 
those of aspect ratio unity, particularly in the end regions. (3) Perhaps 
the largest contribution to the discrepancy between experiment and 
computation is that the vertical velocity data used for comparison, 
as from Elder's Fig. 7 [1], are from a system where the two side vertical 
boundary layers are not distinct. Elder's experimental parameters 
barely meet the criterion set down by Gill, which is [11.5 A~llA(HI 
L)1/4] < 1. This criterion requires the first zero of the dynamical 
boundary layer to fall within half the width of the container. The in
teraction of two opposite flows in the boundary layers must produce 
effects neither the theory nor the computation is intended for. 
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Local Nonsimilar Solutions for 
Subliming Par t ic le-Vapor 
Boundary-Layer Flow 

N. Nishikawa1 and H. Oguchi2 

Nomenclature 
Cp = specific heat of vapor 
d = particle diameter; de refers to diameter at uniform flow 
hi, = latent heat of sublimation 
k = thermal conductivity of vapor 
L = internal diameter of pipe 
m = sublimation rate 
Nup = particle Nusselt number 
P = pressure 
qw = wall heat flux 
R = gas constant for vapor 
T = vapor temperature; Tw and Te refer to surface and uniform flow 

temperature, respectively 
u = velocity parallel to wall; ue refers to uniform flow velocity 
v = velocity perpendicular to wall 
x = distance parallel to wall 
y = coordinate perpendicular to wall 
H = viscosity coefficient of mixture 
p = density; p = pp + pv, pp and p„ refer to density of particle cloud 

and vapor, respectively 
if/ = stream function in (x, y) coordinate 

Introduction 
The purpose of this note is to present an analysis of a subliming 

particle-vapor boundary-layer flow by a new type of locally autono
mous method. The method contains much simplifying assumptions 
compared with that proposed by Sparrow and Yu [l]3 but specifically 
provides more feasible way for analysis of thermal boundary layer 
together with mass and heat productions. 

The problem dealt with here is the same as the one reported in [2, 
3]; that is the boundary-layer analysis'of a subliming particle-vapor 
flow inside a pipe for the case of uniform wall heat flux. 

Analysis, Results, and Discussion 
The same simplifying assumptions, as made by Simpson, et al. [3] 

in an analysis based on the integral method, are still employed with 
the exception that here the variation in particle size is taken into ac
count. As for the particle of spherical shape, the particle temperature 
Tp and the number density n of particles are equal to respective 
uniform flow values over the whole region concerned. The concerned 
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boundary layer may be identified with the one over a semi-infinite 
flat plate provided that the thickness is small enough compared to 
the pipe radius. For that case the basic equations are written as 

(PU)X + (PV)y = 0 (1) 

PUUX + pVUy = (llUy)y (2) 

PuCp(uTx+ vTy) 

= (kTy)y - TrdnNupke(T - Tp) - rhCp(T - Tp) (3) 

(Ppu)x + (PpU)y = -rh (4) 

irdnNupkAT - Tp) - mhL = 0 (5) 

P = PuRT (6) 

where the subscripts x and y denote d/dx and d/dy, respectively, and 
kr refers to thermal conductivity of vapor covering the particles with 
the temperature Tp = Te. For the heat flux qw, Fourier's law is in
troduced as the boundary condition for equation (3) for energy; i.e., 
qw = - kdT/dy. 

In introducing the dimensionless variables as follows: 

pdy/(2pepeuex)u-
o 

f = H(2pepcu„x)^, 0=(T- TA/T,,, 0 Y = pp/p 

the boundary-layer equations and the boundary conditions reduce 
to 

(Cf'Y + ff" = 0 (7) 

(p/pL,)(C9'/Vr)' + fff = 20f'e( + W(p„/pD)(H + 0)] (8) 

fY' = 2Zif'Yl:+W(pJp)] (9) 

W = rhxlpeiit,£ = B(pp/Pp,,.)"VH (10) 

/(0) = f> ( 0 ) = 0 i 0-(o) = -(g,„dP/fc,„TP)(p,,/p„,)(2£X/Nup)1/2 

/'(co)-i, 0(co)-o, y(»)-y,. 

where the prime and the subscript £ denote d/dr\ and d/d£, respec
tively, and Re = peuede/iie, C(£, 17) = pix/pcne, Pr ( | , 1/) = pCp/k, H = 
hJCpTl,,K= Pr,,/irrad,,3. 

The solutions 8 and Y can be expressed formally as 

9 = 0o + «i£1/2 + 62£ + • • 

Y=Y0+Y1^+Y2^ + . 

(11a) 

( l ib) 

and then, the £-wise derivatives involved in equations (8) and (9) 
are 

96 " i n ,„ dd ,,\ 
— = £ ( — 0„£"/2 + — n£"/2) 
di n%\2$; di I 

hnn) 
(12a) 

(126) 

di „=o \2i di 

dY " in „ ,„ dYn 
— = E ( — Yn£"'2 + — -
an «=o \2f <9£ 

In order to derive a locally autonomous technique, we make an ad hoc 
assumption that the last terms involving d8„/d£ or 6%,/di; in equations 
(12a) and (126) are small enough to be neglected compared to the 
respective second terms. This assumption is justified if all the coef
ficients 8„, as well as Y„, are strongly dependent on r\, while these are 
slightly dependent on f. The validity should be checked by examining 
the resulting solution. With this assumption, substitution of expres
sions (11) and (12) into equations (8) and (9) yields 

(P/puHcen'/pry + fen> = nfen + tW(PjPow + e) (13) 

fYn> = nf'Yn + tW(pJp) (14) 

where e = 0 for n 9^ 2, and e = 2 for n = 2. In the foregoing derivation 
the variables p/pm C, Pr, W(pe/p0)(H + 9), and W(pjp) were retained 
without expansion. This can be allowed if these variables are depen
dent on £ much weakly compared with on r\. Specifically, as can be 
shown from equations (9) and (10), the W involved in the terms 
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Nomenclature 
Cp = specific heat of vapor 
d = particle diameter; de refers to diameter at uniform flow 
hi, = latent heat of sublimation 
k = thermal conductivity of vapor 
L = internal diameter of pipe 
m = sublimation rate 
Nup = particle Nusselt number 
P = pressure 
qw = wall heat flux 
R = gas constant for vapor 
T = vapor temperature; Tw and Te refer to surface and uniform flow 

temperature, respectively 
u = velocity parallel to wall; ue refers to uniform flow velocity 
v = velocity perpendicular to wall 
x = distance parallel to wall 
y = coordinate perpendicular to wall 
H = viscosity coefficient of mixture 
p = density; p = pp + pv, pp and p„ refer to density of particle cloud 

and vapor, respectively 
if/ = stream function in (x, y) coordinate 

Introduction 
The purpose of this note is to present an analysis of a subliming 

particle-vapor boundary-layer flow by a new type of locally autono
mous method. The method contains much simplifying assumptions 
compared with that proposed by Sparrow and Yu [l]3 but specifically 
provides more feasible way for analysis of thermal boundary layer 
together with mass and heat productions. 

The problem dealt with here is the same as the one reported in [2, 
3]; that is the boundary-layer analysis'of a subliming particle-vapor 
flow inside a pipe for the case of uniform wall heat flux. 

Analysis, Results, and Discussion 
The same simplifying assumptions, as made by Simpson, et al. [3] 

in an analysis based on the integral method, are still employed with 
the exception that here the variation in particle size is taken into ac
count. As for the particle of spherical shape, the particle temperature 
Tp and the number density n of particles are equal to respective 
uniform flow values over the whole region concerned. The concerned 
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2 Professor, Institute of Space and Aeronautical Science, University of Tokyo, 

Tokyo, Japan. 
3 Numbers in brackets designate References at end of technical note. 
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boundary layer may be identified with the one over a semi-infinite 
flat plate provided that the thickness is small enough compared to 
the pipe radius. For that case the basic equations are written as 

(PU)X + (PV)y = 0 (1) 

PUUX + pVUy = (llUy)y (2) 

PuCp(uTx+ vTy) 

= (kTy)y - TrdnNupke(T - Tp) - rhCp(T - Tp) (3) 

(Ppu)x + (PpU)y = -rh (4) 

irdnNupkAT - Tp) - mhL = 0 (5) 

P = PuRT (6) 

where the subscripts x and y denote d/dx and d/dy, respectively, and 
kr refers to thermal conductivity of vapor covering the particles with 
the temperature Tp = Te. For the heat flux qw, Fourier's law is in
troduced as the boundary condition for equation (3) for energy; i.e., 
qw = - kdT/dy. 

In introducing the dimensionless variables as follows: 

pdy/(2pepeuex)u-
o 

f = H(2pepcu„x)^, 0=(T- TA/T,,, 0 Y = pp/p 

the boundary-layer equations and the boundary conditions reduce 
to 

(Cf'Y + ff" = 0 (7) 

(p/pL,)(C9'/Vr)' + fff = 20f'e( + W(p„/pD)(H + 0)] (8) 

fY' = 2Zif'Yl:+W(pJp)] (9) 

W = rhxlpeiit,£ = B(pp/Pp,,.)"VH (10) 

/(0) = f> ( 0 ) = 0 i 0-(o) = -(g,„dP/fc,„TP)(p,,/p„,)(2£X/Nup)1/2 

/'(co)-i, 0(co)-o, y(»)-y,. 

where the prime and the subscript £ denote d/dr\ and d/d£, respec
tively, and Re = peuede/iie, C(£, 17) = pix/pcne, Pr ( | , 1/) = pCp/k, H = 
hJCpTl,,K= Pr,,/irrad,,3. 

The solutions 8 and Y can be expressed formally as 

9 = 0o + «i£1/2 + 62£ + • • 

Y=Y0+Y1^+Y2^ + . 

(11a) 

( l ib) 

and then, the £-wise derivatives involved in equations (8) and (9) 
are 

96 " i n ,„ dd ,,\ 
— = £ ( — 0„£"/2 + — n£"/2) 
di n%\2$; di I 

hnn) 
(12a) 

(126) 

di „=o \2i di 

dY " in „ ,„ dYn 
— = E ( — Yn£"'2 + — -
an «=o \2f <9£ 

In order to derive a locally autonomous technique, we make an ad hoc 
assumption that the last terms involving d8„/d£ or 6%,/di; in equations 
(12a) and (126) are small enough to be neglected compared to the 
respective second terms. This assumption is justified if all the coef
ficients 8„, as well as Y„, are strongly dependent on r\, while these are 
slightly dependent on f. The validity should be checked by examining 
the resulting solution. With this assumption, substitution of expres
sions (11) and (12) into equations (8) and (9) yields 

(P/puHcen'/pry + fen> = nfen + tW(PjPow + e) (13) 

fYn> = nf'Yn + tW(pJp) (14) 

where e = 0 for n 9^ 2, and e = 2 for n = 2. In the foregoing derivation 
the variables p/pm C, Pr, W(pe/p0)(H + 9), and W(pjp) were retained 
without expansion. This can be allowed if these variables are depen
dent on £ much weakly compared with on r\. Specifically, as can be 
shown from equations (9) and (10), the W involved in the terms 
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Fig. 1 Estimated variation of truncated terms, qw - 0.669 W/cm2 

W(pe/Pu)(H + 8) and W(p,./p) vanishes at the outer edge of the 
boundary layer as well as in the vicinity of the wall. Therefore, the 
terms W(p,,/po)(H + 8) and W(pc/p) are expected to indicate slight 
dependence on {. Consequently, the f is regarded as a parameter in 
equations (13) and (14). Then the solution for equations (13) and (14) 
can be solved for any fixed value of £ locally-autonomously. In making 
the reasonable assumption that Nup = 2, the boundary conditions 
for 0„ and Y„ become 

MO) = -(qu,de/kwTe)(Pe/pw)KV\ 9/(0) = 0 for n * 1 

» „ ( » ) - * 0, for all n, Y0(») -* Ye, Yn(») -* 0 for n ^ 0 

It can be easily seen that all the coefficients 8n, Y„ except the 81,62, 
Yo, and Yi vanish, because of the homogeneity of the equations with 
specified boundary conditions. Since Yo = Y,,, we have 

0 = 0i{1/2 + 02£ 

Y=Ye + Ytf 

(15a) 

(156) 

Consequently, the problem reduces to solve a set of equations (13) 
and (14) for 9\, 8% and Y2 combining with equations (7), (10), and (15) 
at any fixed value of £. Actually the solutions can be achieved as fol
lows: for a fixed value of £, equation (7) for / and equations (13) and 

(14) for 0i, 82, Y2 are solved with an appropriate initial guess for 8 and 
Y. Then 8 and Y are re-evaluated using equation (15). With these new 
values of 8 and Y the similar procedure is iterated until the solutions 
converge within a desired accuracy. In the numerical example shown 
in the following the so-called frozen solutions Y = Yc, 8 = #i£1/2 are 
employed as the initial guesses for Y and 9. 

For comparison with experiment by Jones, et al. [2], computation 
has been worked out for the particle-vapor mixture of N2 under the 
condition similar to one of their experiments: de = 30 pm, ndc

 3 = 
0.001, Te = 63.2 K, and Re = 328.46. The constants Cp, R and the 
variables p., k were taken from [4], assuming mixture viscosity to be 
that of vapor alone. The experiment was conducted for the flow 
through a pipe in the diameter L = 1.37 cm. However, the boundary 
layer is so thin that it may be identified with the one past a flat plate. 
The experimental data are referred to the dimensionless distance x/L, 
so that the present results referred to £ or x/de are deduced to those 
referred to x/L by the relation x/L = x/dc{de/L) where dc/L = 
2.19-10-3 for the present example. The experiment covers the range 
0 < x/L < 40 or 0 < J < 0.48. From the results the magnitude of the 
truncated terms in the present "locally autonomous method" was 
examined; for example, the absolute value of the ratio (2£<9(?„/ 
<5£)/(n0„) at the wall is plotted against x/L in Fig. 1. The figure shows 
that the truncated terms are small compared to the retained terms 
except in the region close to the leading edge, where all production 
terms themselves become so small that any truncation is ineffective 
to the solution. This provides a support for the utility of the present 
method. The wall temperature variations are shown in Fig. 2 for 
parametric values of qw. The results show reasonable agreement with 
the experiment by Jones, et al. [2]. Finally we note that the present 
analysis provides the particle size distribution within the boundary 
layer in contrast to the previous analyses [2, 3] based on the as
sumption of uniform particle size. 
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W(pe/Pu)(H + 8) and W(p,./p) vanishes at the outer edge of the 
boundary layer as well as in the vicinity of the wall. Therefore, the 
terms W(p,,/po)(H + 8) and W(pc/p) are expected to indicate slight 
dependence on {. Consequently, the f is regarded as a parameter in 
equations (13) and (14). Then the solution for equations (13) and (14) 
can be solved for any fixed value of £ locally-autonomously. In making 
the reasonable assumption that Nup = 2, the boundary conditions 
for 0„ and Y„ become 

MO) = -(qu,de/kwTe)(Pe/pw)KV\ 9/(0) = 0 for n * 1 

» „ ( » ) - * 0, for all n, Y0(») -* Ye, Yn(») -* 0 for n ^ 0 

It can be easily seen that all the coefficients 8n, Y„ except the 81,62, 
Yo, and Yi vanish, because of the homogeneity of the equations with 
specified boundary conditions. Since Yo = Y,,, we have 

0 = 0i{1/2 + 02£ 

Y=Ye + Ytf 

(15a) 

(156) 

Consequently, the problem reduces to solve a set of equations (13) 
and (14) for 9\, 8% and Y2 combining with equations (7), (10), and (15) 
at any fixed value of £. Actually the solutions can be achieved as fol
lows: for a fixed value of £, equation (7) for / and equations (13) and 

(14) for 0i, 82, Y2 are solved with an appropriate initial guess for 8 and 
Y. Then 8 and Y are re-evaluated using equation (15). With these new 
values of 8 and Y the similar procedure is iterated until the solutions 
converge within a desired accuracy. In the numerical example shown 
in the following the so-called frozen solutions Y = Yc, 8 = #i£1/2 are 
employed as the initial guesses for Y and 9. 

For comparison with experiment by Jones, et al. [2], computation 
has been worked out for the particle-vapor mixture of N2 under the 
condition similar to one of their experiments: de = 30 pm, ndc

 3 = 
0.001, Te = 63.2 K, and Re = 328.46. The constants Cp, R and the 
variables p., k were taken from [4], assuming mixture viscosity to be 
that of vapor alone. The experiment was conducted for the flow 
through a pipe in the diameter L = 1.37 cm. However, the boundary 
layer is so thin that it may be identified with the one past a flat plate. 
The experimental data are referred to the dimensionless distance x/L, 
so that the present results referred to £ or x/de are deduced to those 
referred to x/L by the relation x/L = x/dc{de/L) where dc/L = 
2.19-10-3 for the present example. The experiment covers the range 
0 < x/L < 40 or 0 < J < 0.48. From the results the magnitude of the 
truncated terms in the present "locally autonomous method" was 
examined; for example, the absolute value of the ratio (2£<9(?„/ 
<5£)/(n0„) at the wall is plotted against x/L in Fig. 1. The figure shows 
that the truncated terms are small compared to the retained terms 
except in the region close to the leading edge, where all production 
terms themselves become so small that any truncation is ineffective 
to the solution. This provides a support for the utility of the present 
method. The wall temperature variations are shown in Fig. 2 for 
parametric values of qw. The results show reasonable agreement with 
the experiment by Jones, et al. [2]. Finally we note that the present 
analysis provides the particle size distribution within the boundary 
layer in contrast to the previous analyses [2, 3] based on the as
sumption of uniform particle size. 
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qw = wall flux 
x,y,z = coordinators 
a = thermal diffusivity 
/3 = nondimensional time 
b = nondimensional length 
0 = nondimensional temperature 
0 = nondimensional heat flux 
8 = Laplace transform of 8 
9 = Laplace transform of 9 

In troduct ion 
Recently, considerable interest has been generated toward the 

hyperbolic heat conduction equation and its importance in engi
neering applications. It has been shown by previous investigators 
[1-8]2 that this finite speed of heat propagation is important during 
short transient and in low temperature applications. During short time 
period, conduction takes place mainly in a very thin layer near the 
surface of the solid. The familiar one-dimensional conduction solution 
is often used as a first approximation. The conduction boundary layer 
theory that is advanced by Letcher [9,10] can provide a rather good 
second approximation to the parabolic heat conduction equation, 
including the effect of the body's surface curvature. In this short note, 
the conduction boundary layer theory of Letcher will be extended to 
the hyperbolic conduction equation. Both the prescribed wall tem
perature case and the prescribed wall flux case will be treated. 

Analys i s 
Consider a coordinate system, as shown in Fig. 1. The X- Y plane 

forms a tangential plane at the surface point of interest. The surface 
of the body can be described by an equation of the form Z = f(X, Y). 
The hyperbolic heat conduction equation is given by: 

1 d2T 1 dT 
+ = v 2 T 

C2 dt2 a dt 

Let us define a new independent variable: 

S=Z-f(X,Y) 

(1) 

(2) 

Next, we want to change the independent variables from (X, Y, Z, 
t) to (X, Y, f, t). The resulting equation at X = 0, Y = 0 is given 
by: 

1 d2T J_5T 

C2 dt2 a dt ' 

,d2T d2T\ 

\dX2 

dT d2T 
+ y — + dYVffl • ' af • at2 TT7 (3) 

where: 

r an a2n , 1 1 x 

Ri and R2 are the principal radii of curvature at X = 0, y = 0. 
First, we note that the heat penetration length (b) will be of the 

order Ct. We are primarily interested in the time scale of the order 
a/C2. By examining the order of magnitude of various terms in 
equation (3), it can be shown that both d2T/dX2\$;§ and d2T/dY2\$:§ 
will be of the order ib/R)2, where R is the average radius of curvature 
at X = 0, y = 0. The ydT/d f term is of order (&/R), while the rest of 
the terms are of order unity. Neglecting terms of order (b/R)2, the 
equation at X = 0 and Y ~ 0 is given by: 

1 d2T 1 dT 
- + - -

c2 at2 at df; 
a2T dT 

+ 7 -
*f 

(5) 

In order to proceed further, let us define by the following nondi
mensional variables: 

T-T, 0 

Tw — To 

T-T0 

qjk 

for prescribed wall temperature case (6) 

for prescribed wall flux case 

2 Numbers in brackets designate References at end of technical note. 

£ * H*iV 

Fig. 1 Coordinate system 

j8 = C2t/2a 

5 = C^lla 

The resulting equation becomes: 

d20 38 d28 d8 
+ 2 — = — + « — 

d§2 5/3 di2 db 

where 

(7) 

(8) 

0) 

2yct 
e~~c~ 

Case I—Prescribed Wall Temperature. The initial and boundary 
conditions for this case are given by: 

0(S,O) = O, 

0(O,/3) = 1 e(&-

(5,0) = 0 

, 0 )=O 

(10) 

(11) 

Let 8 be the Laplace transform function of 8 with respect to jS. In 
transformed variables, equation (9) becomes: 

d20 d8 , „ 
— + 6 (p2 + 2p)B = 0 
db2 db 

(12) 

where p is the Laplace transform variable. The solution for 0, together 
with its boundary conditions, is given by: 

Bib D) = - e-«/2[ f+V( (
2+4(p2+2p)J 

,y> p 

(13) 

This can be inverted to give: 

t 2 \ 1/2 
0{S,f})' K) b 

s: ' • to- ip^] i 
V T 2 - b2 

• UW ~ S) (14) 

where t/(/3 — b) is the heaviside step function. 
First, we note that in equation (14), if e = 0, we will recover the so

lution of the hyperbolic heat conduction equation for a semi-infinite 
medium, as given by Baumeister and Hamill [8]. At the wave front, 
d = (8. Therefore, we have: 

0(0, 0) = e-[i+</2]0 

The curvature will increase or decrease the temperature of the wave 
front, depending on whether the surface is concave or convex. 

In nondimensional form, the non-Fourier heat flux equation is given 
by: 

6>e . „ „ c_de 

a db 
+ 2 0 ' (15) 
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with initial conditions given by: 

0(5, 0) = 0 (16) 

where 0 = qlk(Tw - T0). Application of the Laplace transform to 
equation (15) and initial condition at the solid surface gives: 

0(5 = O,p) = 
dB I 

a (P+2)d5\s=o 

Using equation (13) in equation (17), results: 

e(5 = 0,p)' [6 + V £
2 - l - 4 ( p 2 + 2 p ) ] 

(17) 

(18) 
2 a P ( P + 2 ) 

Let us investigate the effect of curvature on the non-Fourier surface 
heat flux. If we expand the right-hand side of equation (18) in a series 
of e, we get: 

s i - C K 4 ( p 2 + 2 p ) 
2a I P ( P + 2 ) P ( P + 2 ) 

+ 0(*2) (19) 

The inverse Laplace transform of equation (19) is: 

0(5 = 0, ,8) = — 2 e - " / o ( « + £ ( l - e - ' 5 ) + 0(e2) (20) 
2a I 2 J 

Case II—Prescribed Wall Heat Flux. The initial and boundary 
conditions for this case are given by: 

0(5, 0) = — (5, 0) = 0(5, 0) = 0 

0(0,0) = 1, 9(5 — oo, 0) = o 

Note that for the present case, 

B = (T - T0)/(qw/k) 

9 = qlqw 

(21) 

(22) 

(23) 

(24) 

As shown in reference [5], upon application of the Laplace trans
form to the non-Fourier heat flux equation with its initial conditions, 
a boundary condition for the Laplace transform of the nondimensional 
temperature 6 at the surface 5 = 0 can be obtained: 

dB a(P+2) 
— (0, p) = 
dS C P 

(25) 

The Laplace transformed nondimensional temperature distribution 
with initial and boundary conditions given by equation (21) and 
equation (25) is: 

2 a P + 2 e-s/2[H-\A2+4(p2+2p)I 
.6(6, p) = (26) 

C P [e + V ( 2 + 4(p 2 + 2p)] 
Inversion of equation (26) yields: 

0(5, ft) : _ p - < / 2 6 -'/o[(i-^/^] + j;V/o 

r (l - - V ' V ? ^ 5 ] dr) U(0-&)--* le-P C'e-'Wlo 

X [ (* ~ 4")1 2 v ^ ~ ^ ] U{fi ~ f)df + Js"
 e~'m 

x[j^"e-f/0[(l-y
1/SV^T=l']l/(T-f)dr]df) (27) 

We note here that the solution, as given by Maurer and Thompson 
[5], can be recovered if e is set equal to zero. 

In order to observe the effect of curvature on the surface temper
ature, we expand equation (26) in power series of ( at 5 = 0: 

-W,0,p),^(-J_--i- + W l 
P lV4(p 2 + 2p) 4(p2 + 2p) 

. £ | i rv^_ 1 j + i__L + 0 W | 
C I P L V P J p P 2 I 

This can be inverted to give: 

0(5 - 0, 0) = g (l + J^e-q/^t) + /0(t)]dt - ê  + 0(e2) J 

(28) 

(29) 

Again, depending on whether the body is concave or convex, the 
curvature effect may not be negligible. 

Conc lus ion 
The influence of the surface curvature of a solid body on non-

Fourier conduction has been investigated using the conduction 
boundary layer theory of Letcher. Both the cases of prescribed wall 
temperature and prescribed wall heat flux have been examined ana
lytically. Close form solutions for both cases have been obtained in 
order to assess the influence of surface curvature on non-Fourier heat 
conduction in a thin solid layer. As shown by earlier investigators (see 
references [1-8]) on the subject of non-Fourier heat conduction, this 
non-Fourier effect is small, except under rather extreme environments 
and short transient. The influence of surface curvature of a solid 
surface with non-Fourier heat conduction are given by equations (20) 
and (29). These results show how the surface temperature or heat flux 
is modified by the surface curvature during the short period when 
non-Fourier effect is significant. In practice, these solutions can 
provide an engineer a simple means to check the significant, of both 
non-Fourier and curvature effect under extreme conditions. 
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iscussion 

Heat Transfer From Spheres 
in Naturally Turbulent, 
Outdoor Environment1 

A. S. Mujumdar.2 The authors should be complimented for an 
interesting experimental investigation that clearly demonstrates that 
near the ground the heat transfer from spherical bodies is higher than 
what would be estimated from wind tunnel tests using artificially 
induced turbulence. However, they do not offer any physical expla
nation for this phenomenon. The objective of this discussion is to 
present a possible explanation that would have to be tested by direct 
experimentation. 

The main difference between the wind tunnel studies the authors 
refer to and the naturally turbulent flow is of course the presence of 
shear and turbulence intensity gradients and the scale (temporal and 
spatial). Effects of shear and turbulence intensity gradients may be 
ignored since the test spheres were only 7.62 cm dia. However the 
temporal and spatial scales are one or several orders-of-magnitude 
different. The scale of turbulence referred to in references [7-9] is 
different from the mixing length concept used by the authors. In my 
opinion the main difficulty in studying small objects in atmospheric 
turbulence resides in the definition of the appropriate scale of tur
bulence. 

Since natural turbulence contains very small frequency fluctuations 
(i.e., very large wavelength disturbances which contribute significantly 
to the extremely large spatial scales calculated), when studying small 
objects one must decide what the lowest frequency is of a truly tur
bulent fluctuation. In other words, depending upon the low frequency 
"cut-off so chosen, a corrected turbulence intensity can be computed. 
Thus, one must (unfortunately, empirically) define the low frequency 
(or low wavenumber) cut-off of the turbulence energy spectrum and 
then proceed to compute the turbulence scale and intensity either 
digitally or using analog circuitry. Both the scale and intensity thus 
obtained will be lower than the ones obtained by the authors which 
will in turn bring their results closer to the wind tunnel measure
ments. 

In the opinion of the discusser the very low frequency fluctuations 
contained in natural turbulence would be seen by the small spheres 
as fluctuations in the magnitude and direction of the mean incident 
velocity (i.e., mean Reynolds number). Thus there would be some 
augmentation in the local and mean heat transfer rates because the 
body is effectively exposed to an oscillatory external flow. 

Another plausible physical explanation for the phenomenon ob
served by the authors is that low frequency fluctuations of turbulence 
generally are more "energetic" and hence are better able to penetrate 
into the wall region and enhance the heat transfer rate. Natural tur
bulence has more energy contained in the low frequency region than 

2 by G. J. Kowalski and J. W. Mitchell, published in the Nov. 1976 issue of the 
JOURNAL OF HEAT TRANSFER, TRANS. ASME, Series C, Vol. 98, No. 
4, pp. 649-653. 

3 Asst. Professor, Department of Chemical Engineering, McGill University, 
Montreal, Canada. 

does wind tunnel turbulence. Thus the authors' results are hardly 
unexpected. Some recent studies on turbulent heat transfer in pipe 
flow lend support to this hypothesis. It has been observed, for ex
ample, that there is a better correlation between velocity and tem
perature fluctuations (in the wall region) at the low frequency end of 
the spectrum than at the high frequency end. Indeed, at very high 
frequencies the two are statistically independent. 

Unfortunately little work appears to have been done on assessing 
the influence of the turbulence spectrum on heat transfer from bluff 
bodies. Mujumdar and Douglas4 made perhaps the first and only 
preliminary study of the effect of the free-stream turbulence spectrum 
on heat transfer from cylinders in cross-flow. Although these results 
were not sufficiently extensive they indicated that the low frequency 
of the spectrum is more important than the low energy, high frequency 
region of external turbulence in enhancing blunt body heat trans
fer. 

Finally, if the authors have made spectral measurements of tur
bulence under conditions encountered in the heat transfer study, I 
would appreciate their comments on the hypotheses proposed here. 
Ideally, a more conclusive proof will require measurement of the 
cross-correlation between the external turbulence fluctuations and 
wall heat transfer fluctuation. 

Authors' Closure 

The authors appreciate the comments of Professor Mujumdar, and 
agree that the physical reasons for the large enhancement in heat 
transfer for spheres near the ground are not well understood. We feel 
that the agreement between much of the present data and the wind 
tunnel tests, as represented in Fig. 6 of the paper, implies that the 
same mechanisms are present here as in wind tunnels. 

The suggestion that low frequency (large scale) fluctuations act to 
expose the spheres to an oscillatory flow is plausible although it should 
be realized that oscillations occur in flow direction as well as magni
tude. However, the greatest discrepancy represented in Fig. 6 is not 
for the lowest oscillations which occur at the greatest height. Also, it 
does not seem that lowered computed values of scale and intensity 
will bring our results more in line with wind tunnel measurements. 
Rather, our results are compatible with the higher values (Fig. 6). We 
were mainly interested in determining heat transfer coefficients, and 
did not make any turbulence measurements to support these sug
gestions. 

As discussed in the paper, turbulence scale has been found to have 
a negligible effect in wind tunnel studies. Our results, in the main, 
agree with this conclusion, even though, as the discussor points out, 
the conventional definition of scale differs from that used in the paper 
(i.e., mixing length). It is only for the largest sphere closest to the 

4 Mujumdar, A. S., and Douglas, W. J. M., "Some Effects of Turbulence and 
Wake-Induced Periodicity on Local Heat Transfer From Cylinders in Cross-
Flow," 20th Canadian Society Chemical Engineering Conference, Sarnia, On
tario, Canada, Oct. 1970. 
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ground that a significant difference between outdoor and wind tunnel 
tests occurs. Here, the ratio of mixing length to sphere diameter is 
about 0.5, and it may be that there is some effect in this range. We 
agree that further experiments are needed to resolve the apparent 
discrepancies, and to better understand the reasons for enhanced heat 
transfer outdoors. 

A Mathematical Model for 
Transient Subchannel 
Analysis of Rod-Bundle in 
Nuclear Fuel Elements1 

S. Gojos.2 Dr. Rowe in his paper describing the COBRA-III pro
gram assumes that "one-dimensional two-phase slip flow exists in 
each selected flow subchannel during boiling." Such assumption 
means that the slip ratio, following the definition of Dr. Tong3 is as 
follows: 

s..
v»- X 

Ve 1 - X ' Pv' 
(1) 

where: 
Vv = axial velocity of saturated vapor, 
Ve = axial velocity of saturated liquid, 
X = quality, 
a = void fraction, 
pe= density of saturated liquid, 
pu = density of saturated vapor, 
does not equal one. 

Dr. Rowe has obtained his equation (3) using the relation: 

m = p • A-u 

from which he obtains his effective momentum velocity 

m • v' 
u = 

(2) 

(3) 

From the foregoing relations it follows immediately that Dr. Rowe 
uses the identity 

(4) 

The density of two-phase medium is described, using the definitions 
of Dr. Tong and Dr. Rowe, as well by the relation: 

p = a • pv + (1 - a) • pe (5) 

However the effective specific volume for momentum is defined as: 

X2 ( 1 - X ) 2 

• + — — 
a- pv (1 - a) • pe 

(6) 

Inserting relation (1) into equation (6) one obtains for v1 the fol
lowing form of (6): 

1 

a • pu + (1 - a) • pe 
H - X - ( l - X ) K-2)] (7) 

P 
( 1 - X ) - ( 5 - l ) 2 / 5 ] (8) 

It is obvious that identity (4) will only be true in the case when the 
slip ratio S = l f o r O < X < l . But this fact means that the nonslip flow 
model is taken into consideration, that which contradicts Dr. Rowe's 
assumption. It seems that Dr. Rowe should not refer to the slip flow 
model in his paper if just the nonslip flow model is considered. 

Author's Closure 

A slip flow model is included in the development of the mixture 
momentum equation of the referenced paper. The claimed contra
diction occurs because of the definitions assumed in equations (2) and 
(4). The entire development of the mixture equations is done by re
taining mixture mass flow rate as a total quantity. A definition for 
velocity as assumed by equation (2) is not used. Since the group mv'/A 
appears when differentiating the momentum flux terms, this group 
is defined as the effective momentum velocity and is denoted by u in 
the referenced paper and by equation (3). Therefore, equation (4) does 
not follow and the inconsistency does not exist. 

Although not stated, the derivation implicitly assumes equal slip 
ratio for the axial and lateral velocities. While this is satisfactory for 
many applications, there are some where this could be overly re
strictive. For instance, experimental data suggest that the liquid and 
vapor lateral velocities between subchannels are in counter flow for 
some situations. Since the slip ratio is not well defined through a flow 
reversal, an alternate formulation using a drift flux model would be 
preferred. This model has the added advantage of using a less con
fusing set of definitions which do not call for "effective" densities or 
velocities. The physical processes of the flow field are also more clearly 
displayed in the equations and the model would have wider applica
tions. Modification to include drift flux concepts into the development 
of the COBRA code are currently being pursued for use in nuclear 
reactor safety application. 

The Numerical Prediction of 
the Turbulent Flow and Heat 
Transfer in the Entrance 
Region of a Parallel Plate 
Duct1 

A. S. Mujumdar2 and Y-K. Li.3 The objective of this communi
cation is to present some new computational results we have obtained 
using the now well-known TEACH-T computer code4 developed at 
Imperial College, London, England, and to compare them with the 

1 By D. S. Rowe, published in the May 1973 issue of the JOURNAL OP 
HEAT TRANSFER, TRANS. ASME, Series C, Vol. 95, pp. 211-217. 

2 Adjunct, Mem. PTMTS (Polskie Towarzystwo Mechaniki Teoretycznej 
i Stosowanej (Polish Society of Theoretical and Appl. Mechanics), Institute 
of Nuclear Research, Department of Reactor Engineering, Otwock—Swierk, 
Poland. 
3 Tong, L. S., Boiling Heat Transfer and Two-Phase Flow, Wiley, New York, 
1965, pp. 59, 208. 
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ground that a significant difference between outdoor and wind tunnel 
tests occurs. Here, the ratio of mixing length to sphere diameter is 
about 0.5, and it may be that there is some effect in this range. We 
agree that further experiments are needed to resolve the apparent 
discrepancies, and to better understand the reasons for enhanced heat 
transfer outdoors. 

A Mathematical Model for 
Transient Subchannel 
Analysis of Rod-Bundle in 
Nuclear Fuel Elements1 

S. Gojos.2 Dr. Rowe in his paper describing the COBRA-III pro
gram assumes that "one-dimensional two-phase slip flow exists in 
each selected flow subchannel during boiling." Such assumption 
means that the slip ratio, following the definition of Dr. Tong3 is as 
follows: 

s..
v»- X 

Ve 1 - X ' Pv' 
(1) 

where: 
Vv = axial velocity of saturated vapor, 
Ve = axial velocity of saturated liquid, 
X = quality, 
a = void fraction, 
pe= density of saturated liquid, 
pu = density of saturated vapor, 
does not equal one. 

Dr. Rowe has obtained his equation (3) using the relation: 

m = p • A-u 

from which he obtains his effective momentum velocity 

m • v' 
u = 

(2) 

(3) 

From the foregoing relations it follows immediately that Dr. Rowe 
uses the identity 

(4) 

The density of two-phase medium is described, using the definitions 
of Dr. Tong and Dr. Rowe, as well by the relation: 

p = a • pv + (1 - a) • pe (5) 

However the effective specific volume for momentum is defined as: 

X2 ( 1 - X ) 2 

• + — — 
a- pv (1 - a) • pe 

(6) 

Inserting relation (1) into equation (6) one obtains for v1 the fol
lowing form of (6): 

1 

a • pu + (1 - a) • pe 
H - X - ( l - X ) K-2)] (7) 

P 
( 1 - X ) - ( 5 - l ) 2 / 5 ] (8) 

It is obvious that identity (4) will only be true in the case when the 
slip ratio S = l f o r O < X < l . But this fact means that the nonslip flow 
model is taken into consideration, that which contradicts Dr. Rowe's 
assumption. It seems that Dr. Rowe should not refer to the slip flow 
model in his paper if just the nonslip flow model is considered. 

Author's Closure 

A slip flow model is included in the development of the mixture 
momentum equation of the referenced paper. The claimed contra
diction occurs because of the definitions assumed in equations (2) and 
(4). The entire development of the mixture equations is done by re
taining mixture mass flow rate as a total quantity. A definition for 
velocity as assumed by equation (2) is not used. Since the group mv'/A 
appears when differentiating the momentum flux terms, this group 
is defined as the effective momentum velocity and is denoted by u in 
the referenced paper and by equation (3). Therefore, equation (4) does 
not follow and the inconsistency does not exist. 

Although not stated, the derivation implicitly assumes equal slip 
ratio for the axial and lateral velocities. While this is satisfactory for 
many applications, there are some where this could be overly re
strictive. For instance, experimental data suggest that the liquid and 
vapor lateral velocities between subchannels are in counter flow for 
some situations. Since the slip ratio is not well defined through a flow 
reversal, an alternate formulation using a drift flux model would be 
preferred. This model has the added advantage of using a less con
fusing set of definitions which do not call for "effective" densities or 
velocities. The physical processes of the flow field are also more clearly 
displayed in the equations and the model would have wider applica
tions. Modification to include drift flux concepts into the development 
of the COBRA code are currently being pursued for use in nuclear 
reactor safety application. 

The Numerical Prediction of 
the Turbulent Flow and Heat 
Transfer in the Entrance 
Region of a Parallel Plate 
Duct1 

A. S. Mujumdar2 and Y-K. Li.3 The objective of this communi
cation is to present some new computational results we have obtained 
using the now well-known TEACH-T computer code4 developed at 
Imperial College, London, England, and to compare them with the 
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